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PREFACE

When | was a kid on vacation, | used to play the same song repeatedly on my mp3 player
so that listening to it later would bring back that vacation feeling. For example, during my
first flying experience (a vacation to Rome), | played the song ‘Everyday | Work on the Road’
by Voicst on repeat during takeoff. Much later, on a vacation in Greece, | played the song
‘Back Down South’ by Kings of Leon over and over. These songs still bring back that vacation
feeling. Little did | know that back then, | was already engaging with learning theory.

My interest in how people learn began at a young age, even if | didn’t realize it at the
time. The way people learn and its consequences are exactly what my dissertation is
about. In my research, | have shifted my focus from how I learn to how people learn
about others. | explored this within the context of an important societal theme: prejudice
and discrimination.



CHAPTER 1

General introduction







CHAPTER 1 | GENERAL INTRODUCTION

“No one is born hating another person because of the color of his skin, or his background,
or his religion. People must learn to hate, and if they can learn to hate, they can be taught
to love, for love comes more naturally to the human heart than its opposite.”

— Nelson Mandela (1994)

Prejudice and discrimination remain widespread both globally and within the Netherlands.
For example, recent research indicates discrimination in hiring decisions (Quillian & Lee,
2023), housing decisions (Auspurg et al., 2019), judicial decisions (Galvan et al., 2024),
and police stop-and-check decisions (Brown & van Eijk, 2021). Prejudice refers to general
affective evaluations! (likes and dislikes) toward a social category? and its members (Amodio,
2014; Dovidio et al., 1997; Fazio et al., 1995). When someone talks about prejudice in
everyday life, they are usually referring to a negative affective evaluation—for example,
a negative evaluation of individuals from a certain ethnic category. If someone acts upon
their prejudice, this is called discrimination: Unjust and differential treatment of members
of different social categories (Allport, 1954). Discrimination has severe consequences
for those affected, impacting their physical and mental health (Andriessen et al., 2020;
Centraal Bureau voor de Statistiek, 2024) as well as their financial situation (Centraal Bureau
voor de Statistiek, 2024). For example, discrimination is associated with higher levels of
depression, anxiety, and psychological stress (Andriessen et al., 2020), as well as higher
risks of cardiovascular diseases, obesity, and high blood pressure (see Williams et al., 2019
for a review). Thus, unfortunately, discrimination and prejudice are highly prevalent and
negatively impact lives.

Hence, a crucial question is how to effectively mitigate these phenomena. The foremost
intervention strategy to reduce prejudice is promoting intergroup contact (Paluck et
al., 2019). Unsurprisingly, intergroup contact as an intervention strategy has received
considerable attention (Allport, 1954; Lemmer & Wagner, 2015; Paluck et al., 2019;
Pettigrew & Tropp, 2006). Since intergroup contact has mostly been researched in an
intervention context, the focus has been more on positive contact rather than on both
positive and negative contact (Paolini & Mcintyre, 2019). Recently, new attention has
been devoted to the valence (positive vs. negative) of contact, suggesting that contact
with positive consequences typically reduces prejudice, while contact with negative
consequences increases prejudice (Paolini et al., 2024; see also Aberson & Gaffney, 2009).
Still, the precise way in which positive and negative consequences of behavior influence
prejudice remains poorly understood, as the specific preconditions of contact that increase
or decrease prejudice are still unknown (English, 2024; Paluck et al., 2019).

The consequences for behavior caused by contact can be understood as a form of
instrumental learning (Hackel et al., 2015; Lott & Lott, 1974). That is, people learn

1 In this dissertation, | use different terms to describe evaluations, adjusting the language based on what is

appropriate in the field of publishing. In Chapters 2 and 4, | refer to evaluations as (subjective) values. In Chapter
3, | refer to evaluations as evaluative associations.

2 In this dissertation, | use the terms social category and social group interchangeably.

12



GENERAL INTRODUCTION | CHAPTER 1

about others through the positive or negative consequences of their behavior. These
consequences shape people’s evaluations of others and future behaviors toward them,
thereby presumably influencing prejudice and discrimination. In line with this thinking,
instrumental learning has been proposed as a strong candidate mechanism to understand
and change prejudice (Amodio, 2019; Amodio & Cikara, 2021). In general, the main
aim of this dissertation is to gain a better understanding of the instrumental learning
processes that contribute to how people evaluate individuals and social categories. In
this introductory chapter, | will outline the theoretical considerations that inspired the
experiments in the empirical chapters of this dissertation, introduce both chapter-specific
and overarching research questions, and provide a brief overview of each chapter.

Learning About Others Through Consequences of Actions

Instrumental learning is a learning process in which people learn optimal responses based
on outcomes that follow prior responses through trial-and-error (Sutton & Barto, 2018).
In this, responses followed by pleasant consequences are likely to be repeated, whereas
responses followed by unpleasant consequences are less likely to be repeated (operant
conditioning; Skinner, 1938; the law of effect; Thorndike, 1927). This form of trial-and-error
learning is beneficial as it allows people to flexibly adapt to their environment. Instrumental
learning is an active learning process: Rather than passively receiving information, people
perform actions and learn from the consequences of those actions. Such active learning
boosts cognitive processing, such as memory encoding (Yebra et al., 2019), memory recall
(Katzman & Hartley, 2020) and visual attention (Bamford et al., 2020), potentially resulting
in strong effects on behavior (cf. Dubinsky & Hamid, 2024).

Theoretically, instrumental learning may play an important role in shaping evaluations
and behaviors toward people. First, it may play a role at the individual level. During
social interactions, people learn about others through the responses of their interaction
partners. The nature of this response potentially influences the evaluations people hold
of their interaction partners, which, in turn, shapes their subsequent responses. For
example, when a stranger smiles in response to your greeting, you may be more likely
to like the stranger and greet them again in the future. Conversely, if a stranger ignores
you, the opposite may be true. Second, instrumental learning may play a role at the social
category level. During social interactions, individuals can learn about the social category
to which their interaction partner belongs. For example, when an outgroup member
smiles in response to your greeting, you may think more positively about the outgroup as
a whole and greet other members of that outgroup in the future. In this way, the nature
of the response generalizes to the group level and potentially influences the evaluations
individuals hold of the social category, which, in turn, shapes their responses to novel
members of the same social category.

Recent empirical research has examined the interplay between instrumental learning and
the shaping of evaluations and responses to individuals from different social categories
(for a review see Amodio, 2025). This collection of studies provides initial evidence that
instrumental learning influences both evaluations and behavior. Regarding evaluations,

13




CHAPTER 1 | GENERAL INTRODUCTION

research shows that consequential interactions change evaluations of the interaction
partner itself (Hackel et al., 2019), as well as evaluations of the social category (Hackel,
Kogon, et al., 2022). Moreover, regarding intergroup behavior, research demonstrates
that consequential interactions with members of a social category influence preferences
for the interaction partner itself (Traast et al., 2024, 2025) and future interactions with
novel members of the same social category with whom participants had never interacted
(Allidina & Cunningham, 2021; Hackel, Kogon, et al., 2022). Thus, there are indications that
instrumental learning changes people’s evaluations and behavior toward social categories
and their members.

The Role of Inactions in Learning

Although recent research has examined the influence of having interactions on evaluations
and behavior, little is known about the effects of having no interactions or no contact on
evaluations and behavior. Often, individuals choose not to interact with others. For example,
people may decide not to greet a stranger, which could lead to certain consequences
(e.g., a frown), thereby potentially influencing evaluations (e.g., dislike of the stranger
or the stranger’s social category) and future behavior (e.g., the decision to greet or not
greet the stranger or another person from the same social category). Various lines of
literature provide indications that such inactions play an important and distinct role in
social interactions (e.g., Allidina & Cunningham, 2021; Chotpitayasunondh & Douglas,
2018; Denrell, 2005; Hehman & Neel, 2024; Plant & Devine, 2003; Szekeres et al., 2023;
Zadro & Gonsalkorale, 2014). However, a systematic examination of the direct impact of
consequential inactions on evaluations and behavior is lacking.

The idea that inactions play an important and distinct role in social interactions aligns with
findings from the basic learning processes literature. That is, some of this literature focuses
specifically on consequential inaction learning and how it differs from consequential
action learning (e.g., Guitart-Masip et al., 2012). Note that these studies investigate the
learning process itself, rather than the effects of consequential inactions on evaluations
and behaviors. Evidence has accumulated that learning (in)actions can be enhanced when
different types of consequences (rewards versus punishments) are matched to actions
versus inactions (Cavanagh et al., 2013; Chowdhury et al., 2013; Guitart-Masip, Duzel, et
al., 2014; Guitart-Masip, Economides, et al., 2014; Guitart-Masip et al., 2012; Mkrtchian et
al., 2017; Moutoussis et al., 2018; Richter et al., 2014; Swart et al., 2017). More specifically,
this work has revealed an action—valence asymmetry in learning. In this, people learn to
act (e.g., respond to a stimulus) more easily to stimuli that elicit rewards, while they have
relatively high difficulty learning actions to stimuli that lead to avoidance of punishments.
Conversely, people learn inactions (e.g., withholding a response to a stimulus) better
when they lead to the avoidance of punishments, while they have relatively high difficulty
learning inactions to stimuli that elicit rewards.

The action—valence asymmetry in learning is explained by the interaction between
instrumental learning and a hard-wired Pavlovian bias (Guitart-Masip, Duzel, et al., 2014).
Due to the Pavlovian bias, reward-predictive stimuli prepare a tendency to act, while

14



GENERAL INTRODUCTION | CHAPTER 1

punishment-predictive stimuli prepare a tendency to not act (Boureau & Dayan, 2011;
Glickman & Schiff, 1967; Huys et al., 2011). For example, individuals tend to act toward a
friendly-looking person, while they tend to not act toward an unfriendly-looking person.
Pavlovian bias is essential for basic human functioning as it helps individuals select actions
quickly, with low computational costs and minimal errors. Because Pavlovian responses
are automatically triggered in the presence of stimuli, they are relatively inflexible and
could potentially result in inappropriate behavioral responses (Breland & Breland, 1961;
Hershberger, 1986). For example, sometimes it is necessary to not act toward a friendly-
looking person, such as when that friendly-looking person has bad intentions, but this may
not be one’s first response. Thus, due to the Pavlovian bias, rewards hinder the learning
of inactions, whereas punishments hinder the learning of actions, leading to the action—
valence asymmetry in learning.

Although this literature on basic learning processes provides insight into the nature of
inaction learning itself, the social consequences of inaction learning remain unknown.
Specifically, it is unclear how learning consequential inactions translates into social
evaluations and behavior. Due to the action—valence asymmetry in learning, the impact
of inactions on social evaluations and behavior may depend on the nature of the
corresponding consequence. Aligning inactions with the avoidance of punishment when
learning about people may have a strengthening effect on social evaluations and behavior,
since research from the food domain shows that adding consequences to approach—
avoidance training strengthens the effect on evaluations and choices (Van Dessel et al.,
2018) and rewarding actions and avoiding punishment for inactions amplifies the effects on
preferences (Liu et al., 2025). Yet, how consequential inactions influence evaluations and
behavior in the social domain remains unexplored. Therefore, to contrast and compare
consequential inactions with actions, the first research question of this dissertation
focuses on the unique contribution of inactions, over and above reward and punishment,
in shaping evaluations and behavior toward individuals and social categories.

Generalization

Returning to research on intergroup contact, a main challenge with using intergroup
contact as an intervention is generalization (see e.g., Lowe, 2025). Studies on contact
observe more individual than social category effects; that is, contact is more effective at
changing evaluations and behavior toward individuals met in person than toward a social
category. For intergroup contact to be an effective intervention in reducing prejudice and
discrimination, it is of central importance to focus on generalization. Thus, it is important
to investigate whether the consequences of instrumental learning generalize to new
targets from the same social category. For example, whether a positive social interaction
with an individual from a particular social category positively influences evaluations of
or behaviors toward new individuals from the same social category whom someone has
not yet encountered, or whether a negative social interaction with an individual from a
particular social category negatively influences evaluations of a social category as a whole,
which may lead to not engaging in future social interactions with new individuals from the
same social category whom someone has not yet encountered. Thus, a second research
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CHAPTER 1 | GENERAL INTRODUCTION

question is whether instrumental learning generalizes to evaluations and behavior toward
others from the same social category.

Consequences of Instrumental Learning for Evaluations and
Behavior

There are various ways to measure evaluations and behavior in the context of prejudice and
discrimination, which enable the investigation of the aforementioned research questions.
The most straightforward way to measure prejudice is to ask for someone’s evaluation of
members of another social category using self-report measures, such as survey questions.
Here, evaluations are explicit statements regarding, for example, how positively participants
rate members of a particular social category. These evaluations can predict behavior, such
as preferences, i.e., which option someone prefers over various alternatives (cf. Hascher et
al., 2021). However, sometimes there are reasons to believe that people may be unwilling
or unable to report their true evaluations. For example, asking someone to evaluate a
member of another social category may elicit socially desirable responses, as respondents
might feel it is unacceptable to express their true feelings. Therefore, researchers use not
only explicit self-reports but also behavioral measures of prejudice and discrimination that
are less controllable (Fazio & Olson, 2003), such as speeded responses (cf. Chen et al,,
2019). Investigating such behavioral outcome measures allows to contribute to psychology
as the science of behavior and broadens its implications beyond mere evaluations.

In speeded responses, the presence of time pressure makes answers less controllable and,
consequently, less prone to social desirability. Therefore, under greater time pressure,
people base their decisions on more basic information that is readily accessible (Fazio,
1990; Linn et al., 2024), such as their more automatic evaluation of a particular social
category. For example, previous research shows that under time pressure, doctors behaved
more in line with their racial biases (Stepanikova, 2012), and hiring managers behaved
more in line with their gender biases (Lucas et al., 2021). There are many ways to use
speeded responses as an outcome measure (Greenwald & Lai, 2020). Here, | will elaborate
on two methods. First, a straightforward approach, namely, speeded preferences, where
people indicate their preference for one option (e.g., one person) over another. Previous
work has shown that this task is a valid and reliable way to tap into automatic processes
(Veling et al., 2017). A second method for using speeded responses to investigate the
effects of instrumental learning on prejudice and discrimination is to focus on emotion
recognition. Emotion recognition is an important building block of social interactions.
Emotional expressions serve a strong communicative function, as people can convey
their feelings about certain situations through these expressions. Importantly, the ease
with which emotional expressions are recognized is influenced by the social category of
the target (e.g., Elfenbein & Ambady, 2002; Hugenberg & Bodenhausen, 2003). Why is
this the case? The most prominent theoretical account in the literature suggests that
the recognition of emotional expressions is facilitated or inhibited by the accessibility of
evaluations related to social categories (e.g., Bijlstra et al., 2010; Craig, Zhang, et al., 2017,
Hugenberg, 2005; Hugenberg & Sczesny, 2006). Relatively stronger positive evaluations
facilitate the recognition of positive emotional expressions, whereas relatively stronger
negative evaluations inhibit the recognition of positive emotional expressions. Since the

16



GENERAL INTRODUCTION | CHAPTER 1

recognition of emotional expressions is influenced by the social category of the target, and
the ease of recognition is less prone to demand characteristics than explicit evaluations, it
may serve as a reliable outcome measure related to prejudice.

Consequences of Instrumental Learning for Consideration Sets

To broaden the knowledge about the implications of instrumental learning and gain a better
understanding of the basic instrumental learning processes underlying discrimination in
real-world decisions, such as in recruitment procedures (Lancee, 2019; Quillian & Lee,
2023; Thijssen et al., 2021), the role of instrumental learning in the pre-decision phase
is examined. The pre-decision phase refers to how people consider their choice options
before making a decision. When making decisions, people are unable to carefully evaluate
all available choice options due to cognitive limitations and time constraints (Krajbich et
al., 2010; Oeberst & Imhoff, 2023; Simon, 1955). Consequently, they only evaluate a few
choice options out of all possible choice options. That is, when making a decision, people
create a consideration set of choice options they deem relevant to the decision from all
possible choice options (Howard & Sheth, 1969). How do people create this consideration
set? Previous research in the food domain demonstrates that positively evaluated choice
options are more likely to enter the consideration set than negatively evaluated choice
options (Morris et al., 2021; see also Posavac et al., 1997), even when the evaluations are
irrelevant to the decision at hand.

This raises questions about how this principle may apply when making decisions about
people. When constructing a consideration set in a social setting, two types of evaluations
can influence the consideration set. The first type is evaluations based on someone’s social
category (i.e., prejudice or social category-based evaluations; Fiske & Neuberg, 1990). The
second type is evaluations based on someone’s individual characteristics, such as their
traits or behavior (i.e., individual-based evaluations). Together, learning about these two
types of evaluations may influence the construction of the consideration set. How do the
two types of evaluations interplay? For example, with equal individual-based evaluations,
does learning about members from a negatively evaluated social category lead to a lower
probability of their inclusion in the consideration set compared to learning about members
from a more positively evaluated social category? To gain a better understanding of this
pre-decision phase, a third research question examines whether learning social category-
based and individual-based evaluations influences the construction of the consideration
set. This provides more insight into discriminatory decision-making and offers guidance
on which stage of the decision-making process to intervene—thereby aiming to reduce
biases in decision-making.

17




CHAPTER 1 | GENERAL INTRODUCTION

The Role of Prejudice in Learning Actions and Inactions

So far, the consequences of instrumental learning on evaluations and behavior toward
individuals and social categories have been discussed. However, when focusing on
instrumental learning itself, is it dependent on the social category of the target? If
reward-predictive stimuli prepare actions and punishment-predictive stimuli prepare
inactions due to the Pavlovian bias, this raises the question of whether social category-
based evaluations of others (positive or negative) influence the learning itself, specifically
the learning of actions and inactions. Following Pavlovian bias logic, if a target is more
negatively evaluated based on their social category, one may anticipate a punishment,
which could presumably hinder action learning and facilitate inaction learning. Conversely,
if a target is more positively evaluated based on their social category, one may anticipate
a reward, which could presumably hinder inaction learning and facilitate action learning.
This implies that people would perform worse at learning actions toward people from
negatively evaluated social categories, while they may perform relatively better at learning
inactions toward these individuals. The reverse holds for people from positively evaluated
social categories. Whether social category-based evaluations generalize to learning (in)
actions regarding novel members of the same social category with whom people have
never interacted remains unexplored. To explore this idea, the fourth research question
examines whether the target’s social category influences (in)action learning itself. For
example, do people find it more difficult to learn actions toward a target from a negatively
evaluated social category? Conversely, do people find it more difficult to learn inactions
toward a target from a positively evaluated social category?

The Present Dissertation

The present dissertation aims to gain a better understanding of the instrumental learning
processes that contribute to how people evaluate individuals and social categories. To that
end, this dissertation systematically and experimentally investigates instrumental learning
and its consequences for social evaluations and behavior through four research questions.
Table 1.1 provides an overview of the relationship between the empirical chapters and
the research questions that this dissertation aims to address. The order of the research
questions in this table does not match the order of the empirical chapters, as the research
questions are arranged according to their importance. Please note that | do not measure
actual social interactions; instead, | aim to study processes related to social interactions
within an experimental setup, allowing me to maintain full control over all parameters.
To achieve the main aim, | have conducted 11 experiments, which are presented in the
three empirical chapters of this dissertation. All research is preregistered, and all data, R
scripts, experimental scripts, and, where possible, stimulus materials are publicly available
(see Research data management for repository links). The chapters of this dissertation
are based on articles that have been published or submitted to peer-reviewed scientific
journals. Consequently, each chapter can be read independently and, in any order, leading
to some overlap in the descriptions of the theoretical underpinnings.

18



GENERAL INTRODUCTION | CHAPTER 1

In light of rigorous science, each chapter begins with a replication, upon which |
subsequently build. A replication “refers to testing the reliability of a prior finding with
different data” (p. 721; Nosek et al., 2022). In other words, it involves repeating the same
experiment to see if the same result occurs. | ran these replications for several reasons.
First, | believe that a solid foundation is necessary before further building upon knowledge
(Nosek et al., 2022). Conducting replications gives me confidence in the credibility of
previous findings and confirms the continued relevance of the results in the present.
Moreover, replication provides evidence of generalizability (Nosek & Errington, 2020) and
convergence. In sum, by conducting these replications, | aim to contribute to trustworthy
and solid science.

In all chapters, instrumental learning and its consequences for social evaluations and/or
behavior are central. In Chapter 2, | investigate instrumental learning and its consequences
for social evaluations and behavior at the individual level. White—Dutch and Moroccan—
Dutch targets are investigated here because, in the Netherlands, the Moroccan—Dutch
community is one of the most negatively prejudiced social categories (Centraal Bureau
voor de Statistiek, 2024; Verkuyten & Zarembe, 2005; the same applies to Chapter 3).
Specifically, | investigate whether the action—valence asymmetry in learning influences
evaluations and speeded preferences regarding both Moroccan—Dutch and White—Dutch
individual targets across four experiments (RQ1). Crucially, | focus on inactions because
they may have a unique effect on evaluations and behavior and have largely been ignored
in social psychological literature. | contrast and compare the consequences of rewarded
actions, punishment-avoidant actions, rewarded inactions, and punishment-avoidant
inactions on individual evaluations and behavior. In doing so, | aim to provide new evidence
for the influence of consequential inactions on social evaluations and behavior, while
conceptually replicating the influence of consequential actions. In an exploratory fashion,
| investigate whether the social category of the target influences learning (RQ4).

Second, | expand on this in Chapter 3, where | investigate instrumental learning and its
consequences for social evaluations and behavior at the social category level, rather
than at the individual level. In addition to measuring evaluations, | assess social behavior,
specifically the recognition of emotional expressions. Across three experiments, |
investigate whether instrumental learning influences the recognition of emotions of
multiple ingroup (White—Dutch) and outgroup (Moroccan—Dutch) targets (RQ1). To achieve
the strongest possible effect, | use the most impactful instrumental learning conditions
from Chapter 2. | link the condition with the strongest positive effect to outgroup targets
and the condition with the strongest negative effect to ingroup targets. Importantly, |
investigate whether potential learning effects generalize beyond the target with whom
someone interacts (RQ2).

Next, | move to investigating instrumental learning and its consequences in social
decision-making. Specifically, | examine whether instrumental learning influences the
pre-decision phase, that is, how people are considered when making decisions in Chapter
4. Across four experiments, | investigate the role of individual-based and social category-
based evaluations of individuals from non-existing social categories in the construction
of consideration sets (RQ3). For example, are members with more positive individual-
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based or social category-based evaluations more likely to be considered than those with
less positive evaluations? Additionally, when individual-based evaluations are equal, do
people consider individuals from positively evaluated social categories more than those
from negatively evaluated social categories? In addition to measuring consideration sets, |
assess speeded preferences, where participants indicate their preference for novel targets
from the social categories they have just learned about, aiming to examine potential
generalization effects (RQ2).

Finally, in Chapter 5, | provide a summary of the main findings, discuss and integrate the
most relevant findings of this dissertation, and highlight future directions. Taken together,
this dissertation presents systematic experimental work to increase understanding of the
instrumental learning processes that contribute to how people evaluate individuals and
social categories.

Table 1.1

Overview of the Research Questions and the Empirical Chapters That Address Them

Research Questions Chapter Chapter Chapter
2 3 4
1. What is the unique contribution of inactions over X X

and above reward and punishment in shaping
evaluations and behavior?

2. Doesinstrumental learning generalize to evaluations X X
and behaviors toward others from the same social
category?

3. Does instrumental learning about social category-
based and individual-based evaluations influence
the construction of consideration sets?

4. Does the target’s social category influence (in)action X
learning?

20
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CHAPTER 2

Instrumental learning shapes
individual evaluations and
preferences

This chapter is based on:

van Lent, T, Bijlstra, G., Holland, R. W., Bijleveld, E., & Veling, H. (2025).

On rewarded actions and punishment-avoidant inactions: The action—valence
asymmetry in face perception. Journal of Experimental Social Psychology, 119,
104754. https://doi.org/10.1016/j.jesp.2025.104754







CHAPTER 2 | INSTRUMENTAL LEARNING SHAPES INDIVIDUAL EVALUATIONS AND PREFERENCES

Although social interactions are ubiquitous, people often choose not to interact with
others—for example, people may choose to not greet a stranger, to not talk to a
colleague at work, or to ignore a text message from a friend. Here, we systematically
investigate how people’s actions, inactions, and their consequences (rewards and
punishments) affect impressions. In four preregistered experiments (N = 240), we
used a reinforcement learning go/no-go task, in which people learned to act or not
act to images of fractals/faces to obtain rewards or avoid punishments. Findings
replicated the action—valence asymmetry in learning (Experiments 2.1-2.4): People
more easily learned to act when acting led to the attainment of rewards (vs. the
avoidance of punishments), while people learned inactions more easily when these
inactions led to the avoidance of punishments (vs. the attainment of rewards). Our
experiments demonstrate that these action—valence asymmetries extend to social
stimuli (Experiment 2.2 ingroup faces; Experiment 2.3 outgroup faces; Experiment
2.4 ingroup and outgroup faces) and that they affect subsequent impressions. That
is, people evaluated faces most positively when acting had previously led to the
attainment of rewards; people evaluated faces most negatively when not acting had
previously led to the avoidance of punishment. We discuss our findings in light of
the approach—avoidance literature. This work has implications for our understanding
of the role of inactions in social contexts: It shows evidence that inactions lead to
less positive impressions than actions, over and above the effect of punishment
signals.

Keywords: reinforcement learning, intergroup relations, Pavlovian bias, value-based
decision making, impression formation

Open Science Practices: 0 Open Data, Open Materials, ° Preregistered
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People’s lives are filled with social interactions: On average, people have 12 to 16 social
interactions per day (Del Valle et al., 2007; Zhaoyang et al., 2018). In the past decades,
it has become clear that these interactions strongly affect how people evaluate others.
For example, engaging in social interactions leads to more liking of others (Hackel et al.,
2019; Jones et al., 2011; Lott & Lott, 1974), more positive attitudes and behaviors toward
outgroup members (Lowe, 2021; Mousa, 2020; Pettigrew & Tropp, 2006; Shook & Fazio,
2008), and more interpersonal attraction (Insko & Wilson, 1977; Reis et al., 2011). This body
of research shows that interactions—and their positive and negative consequences—affect
evaluations of other people. Yet, although social interactions are frequent, people also
often choose not to interact with someone—for example, they may choose to not greet
a stranger, to not talk to a colleague at work, or to ignore a text message from a friend—
which may lead to rewards (or punishments) as well. This feature of social interactions
raises the question of how the combination of actions, inactions, and consequences shapes
impressions of other people. Is there perhaps something special about inactions?

Research from cognitive psychology and neuroscience shows that inactions are special, at
least in the sense that they are subject to distinct learning mechanisms than actions (Collins
& Frank, 2014; Frank, 2005). It seems plausible that inactions play an important, distinct
role in social interactions (Allidina & Cunningham, 2021; Chotpitayasunondh & Douglas,
2018; Denrell, 2005; Fazio et al., 2004; Plant, 2004; Plant & Devine, 2003; Szekeres et al.,
2023; Zadro & Gonsalkorale, 2014). Yet, the basic mechanisms that underpin the role
of inactions are not yet well understood. Here, building on prior work on inactions, we
contrast and compare the consequences of rewarded actions, punished actions, rewarded
inactions, and punished inactions. We focus on a central outcome in person perception:
How do people’s actions, inactions, and their consequences affect impressions of other
people’s faces?

Non-consequential (in)actions as Value Input

Decision-making researchers generally assume that people, when they make value-based
decisions (e.g., decisions to interact with other people), first assign subjective value to
different choice options (Berkman, 2018; Berkman et al., 2017; Gluth et al., 2012; Gold
& Shadlen, 2007; Rangel et al., 2008; Verbruggen et al., 2014), and then choose the
highest-valued choice alternative. Interestingly, mere (in)actions® without any external
reinforcement are sufficient to influence subjective value of choice options (Veling et
al., 2022). Executing cued non-consequential actions and inactions toward stimuli has
been shown to influence a variety of value-based decisions, including soda consumption
(Eberly et al., 2022), alcohol consumption (Di Lemma & Field, 2017), smartphone app
use (Johannes et al., 2021), evaluation of food items (Chen et al., 2019), and evaluation
of faces (Driscoll et al., 2021; Fenske et al., 2005). Generally, not responding to attractive
stimuli makes these stimuli less positive; responding to less appetitive stimuli can make

3 When we write “(in)actions”, we always refer to people’s decisions whether to (not) respond to a stimulus.
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them more positive (e.g., Chen et al., 2019; Veling et al., 2022). Taken together, mere (in)
actions affect impressions people have of others.

Recent theorizing on how non-consequential (in)actions influence subjective values holds
that these (in)actions are best viewed as decisions, and that people aim to align the
subjective values of stimuli with the performed (in)action decisions to reduce prediction
errors (Veling et al., 2022). Due to a Pavlovian bias, exposure to highly valued items likely
prepares a tendency to act, while negatively valued items prepares a tendency not to
act (Ereira et al., 2021; Guitart-Masip, Duzel, et al., 2014). Forced action and inaction
decisions toward the items (i.e., by presenting a cue to act or not act) may conflict with
these inherent (in)action tendencies, resulting in prediction errors (e.g., when a cue to not
act is presented near a rewarding stimulus). This may prompt updating the value of the
items to bring prepared reaction tendencies in line with the stimulus values (to aid task
execution). Thus, even without consequences, it is possible to change subjective values
through (in)action decisions.

Consequential (in)actions as Value Input

In real life, (in)actions in social interactions often come with consequences, which can
be experienced as rewarding or punishing. Consider our example of greeting a stranger:
A smile from a stranger after (not) greeting them may be perceived as rewarding, while
a frown may be perceived as punishing. How do rewarding and punitive consequences
combined with the decision to (in)act affect people’s impressions of others? For instance,
are effects of (in)actions reduced once rewards and punishments are involved? Answering
this question requires understanding the interplay between effects of action and inaction
decisions on the one hand, and reward and punishment effects on the other hand. Ample
evidence suggests that the mere co-occurrence of a positive/negative stimulus with
another stimulus (e.g., a face) changes subjective values (De Houwer, 2007; Hofmann
et al., 2010; Moran et al., 2023). Thus, co-occurrence of reward and punishment related
information with faces changes people’s impressions of those faces.

In addition, several studies have examined the influence of consequential actions on
subjective values (Hackel et al., 2015; Hackel, Mende-Siedlecki, et al., 2022; Lott & Lott,
1974). For example, research suggests that action—reward learning about individuals
influences attitudes, i.e., participants adopted a more positive attitude toward targets
associated with greater reward (Hackel et al., 2019). However, the impact of consequential
inactions on subjective values has remained unexplored. Research from the related
domain of approach—avoidance research shows that adding consequences to approach—
avoidance training strengthens the effect (Van Dessel et al., 2018). This suggests that adding
consequences to (in)actions may have a similar strengthening effect.
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Approach—Avoidance with or without Action

An important related research domain is work on approach—avoidance responses.*
Approach responses are responses instrumental in obtaining rewards as outcomes, and
avoidance responses are executed to avoid punishment as outcomes (Cacioppo & Berntson,
1994; Elliot, 2008; Krieglmeyer et al., 2013; Miller, 1959). To date, the influence of obtaining
rewards (approach) and avoiding punishments (avoidance) on subjective values of stimuli,
including faces, has been investigated in combination with approach and avoidance
actions: People evaluate stimuli (or people) they have previously actively approached more
positively than stimuli they have actively avoided (Kawakami et al., 2007, 2008; Phills et al.,
2011; Slepian et al., 2012; Wiers et al., 2011; Woud et al., 2013; cf. Cacioppo et al., 1993).

Interestingly, research shows that whether an action is classified as approach or avoidance
depends on the outcomes of that action and not the direction of the action itself
(Krieglmeyer et al., 2010). Specifically, pulling a joystick can signify avoidance (i.e., retracting
one’s hand from the object) or approach (i.e., drawing the object closer to oneself). On
the other hand, pushing a joystick can signify avoidance (i.e., pushing the object away) or
approach (i.e., stretching one’s hand toward the object; Markman & Brendl, 2005; Seibt
et al., 2008). This raises the question of whether similar approach—avoidance effects on
subjective value occur in the context of inactions. After all, one can also create situations
in which doing nothing (inaction) leads to obtaining rewards or doing nothing leads to
avoiding punishment.

The Action—Valence Asymmetry in Learning

In the context of inaction decisions, researchers have investigated consequential (in)actions
within the domain of basic learning processes (e.g., Guitart-Masip et al., 2012). These
studies focus on the learning process itself, and not so much on the impact of consequential
(in)action decisions on subsequent evaluations of these stimuli. Evidence has accumulated
that learning (in)actions can be amplified when different types of consequences (reward
versus punishment) align with action versus inaction decisions (Cavanagh et al., 2013;
Chowdhury et al., 2013; Guitart-Masip, Duzel, et al., 2014; Guitart-Masip, Economides, et
al., 2014; Guitart-Masip et al., 2012; Mkrtchian et al., 2017; Moutoussis et al., 2018; Richter
et al., 2014; Swart et al., 2017). Specifically, this work has demonstrated a basic action—
valence asymmetry in learning, such that people more easily learn to act (e.g., respond
to a stimulus) toward stimuli that elicit rewards, whereas they have relative difficulty to
learn to act toward stimuli that lead to the avoidance of punishments. Conversely, people
learn inactions (e.g., withhold a response to a stimulus) toward stimuli better when these
lead to the avoidance of punishments, whereas they have relative difficulty to learn
inactions toward stimuli that elicit rewards. The action—valence asymmetry is explained
by an interaction between instrumental learning and a hard-wired Pavlovian bias (Guitart-

4 Incorporating the approach—avoidance literature is something that predominantly emerged during the review
process, which is why questions raised by approach—avoidance work are not reflected in the preregistrations

and confirmatory tests.

27



CHAPTER 2 | INSTRUMENTAL LEARNING SHAPES INDIVIDUAL EVALUATIONS AND PREFERENCES

Masip, Duzel, et al., 2014). According to the Pavlovian bias, exposure to rewards prepares
a tendency to act, while exposure to punishments prepares a tendency to not act. In doing
so, rewards hinder inaction learning while punishments hinder action learning, resulting
in the action—valence asymmetry in learning. Here, we investigate whether and how this
action—valence asymmetry in learning translates into evaluative impressions of faces.
Moreover, we explore whether and how this may depend on whether the faces are from
an ingroup or outgroup member.

The Present Research

In four experiments, we investigate how learning to act or not act toward faces to obtain
rewards or avoid punishments shapes the subjective values of faces. All experiments consist
of two phases. In the first phase, participants learn to act or not act toward faces to obtain
rewards and avoid punishments. Here, we hypothesized to replicate previous work (Guitart-
Masip et al., 2012), such that people would learn to act better when a face would elicit a
reward and to not act when acting would result in punishment compared to respectively
acting to avoid punishments or not acting to obtain rewards.

In the second phase, i.e., after learning, we measured the subjective value of the faces. We
hypothesized a main effect of both action and valence on impressions, such that participants
would rate faces as most positive when acting to these faces was learned to elicit rewards
and most negative when people learned that acting would lead to punishment. Note
that this means people may be more negative about faces for which they received less
punishment. This is because, according to the action—valence asymmetry in learning,
people should learn more easily to not take actions to avoid punishment (leading to less
punishment) than to take actions to avoid punishment (leading to more punishment).

Subjective value will be measured by (1) preferences for one face over the other in
value-based decisions and (2) explicit evaluations of each face. We use two measures
for subjective value to increase reliability. Our four experiments are built up as follows:
First, in Experiment 2.1, we replicate the Reinforcement Learning Go/No-Go Task (RL
task) to test whether the findings from the original lab experiment (Guitart-Masip et al.,
2012) generalize to an online environment. This task allows us to quantify action—valence
asymmetries with fractals as stimuli. Then, in Experiments 2.2—2.4, we adjust the paradigm
to a social context by using different White—Dutch faces (Experiment 2.2), Moroccan—Dutch
faces (Experiment 2.3), and both groups of faces (Experiment 2.4) as stimuli. This set-up
allows us to investigate our main research goal: The effects of action—valence asymmetries
in learning on subjective values of faces. To investigate the consequences of action—valence
asymmetries, it is essential that these asymmetries in learning are present. Therefore,
while this is not our primary research aim, we also investigate whether action—valence
asymmetries in learning generalize to faces. Although we expect to replicate action—valence
asymmetries for faces, this is not evident. Learning about meaningless fractals is one thing;
learning about faces, which are meaningful and therefore more complex, may be different.
We use faces from different social groups to explore whether both the action—valence
asymmetry in learning itself and its consequences on the subjective value of faces (1)
generalize to different social groups and (2) are sensitive to group membership. We chose
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Moroccan—Dutch faces as the outgroup because the Moroccan—Dutch community is one of
the most negatively stereotyped social groups in the Netherlands (Verkuyten & Zarembe,
2005).

Experiment 2.1 is a direct replication of previous work on action—valence asymmetries with
meaningless fractals as stimuli to verify whether our materials and procedures are reliable.
Experiments 2.2—-2.4 test our main research question, i.e., they address how (in)actions
and its associated consequences shape subjective value of faces. This research has been
reviewed independently by the Ethics Committee Social Sciences (ECSS) of the Radboud
University and there is no formal objection to this study (ECSW-2021-037).

We report how we determined our sample sizes, all participant exclusions (if any), all
manipulations, and all measures in the experiments. All data, all analysis code, all experiment
scripts, and stimulus materials of Experiment 2.1 are available via https://osf.io/52k73/.
Stimulus materials of Experiments 2.2—2.4 are available upon request via www.rafd.nl. Data
were analyzed using R, version 4.1.2 (R Core Team, 2023).

We used the following packages programmed in R: Ime4 (version 1.1.27.1; Bates et al.,
2015), tidyverse (version 1.3.1; Wickham et al., 2019), Hmisc (version 4.6.0; Harrell,
2023), emmeans (version 1.7.2; Lenth, 2023), data.table (version 1.14.2; Dowle &
Srinivasan, 2023), pbkrtest (version 0.5.1; Halekoh & Hgjsgaard, 2014), afex (version
1.0.1; Singmann et al., 2023), Rmisc (version 1.5; Hope, 2022), car (version 3.0.12; Fox
& Weisberg, 2019), ggpubr (version 0.4.0; (Kassambara, 2023), patchwork (version 1.1.2;
Pedersen, 2024), parallel (R Core Team, 2023) and psych (version 2.1.9; Revelle, 2023).
All experiments were preregistered at the Open Science Framework (OSF). Preregistrations
are available via https://osf.io/tvug5 (Experiment 2.1), https://osf.io/587fp (Experiment
2.2), https://osf.io/c622j (Experiment 2.3), and https://osf.io/t7bk2 (Experiment 2.4).

In Experiment 2.1, we replicated the RL task (Guitart-Masip et al., 2012) investigating
the action—valence asymmetry in learning. We tested our confirmatory hypothesis that
participants better learn to perform actions toward stimuli to obtain rewards (Go-To-Win)
than to avoid punishments (Go-To-Avoid-Losing). Furthermore, we predicted participants
to better learn to perform inactions toward stimuli to avoid punishments (No-Go-To-Avoid-
Losing) than to obtain rewards (No-Go-To-Win).
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Method
Sample Size Justification

The sample size was based on previous work (N = 47, Guitart-Masip et al., 2012). Note that
we fully acknowledge the limitations and problems with basing a sample size on previous
work (Anderson et al., 2017). However, in this specific case, we deemed it justified because
we planned to perform formal power analyses based on this initial data set for Experiments
2.2-2.4. Moreover, we decided to be conservative, and intended to sample data of 60
participants. Participants were rewarded 5 euro or 0.5 credit point for participating and
could earn more based on their performance (up to €3).

Participants

After recruiting 60 participants, we excluded four participants according to our preregistered
exclusion criterion (performing the same action choice more than or equal to 90% of the
time in at least one of the four blocks) and one participant because she did not finish the
experiment. We resampled the number of excluded participants to again reach a sample
size of 60 (Mage =24.57 years, SDage =8.01 years, 45 women, 15 men). In all experiments,
we recruited Radboud University students.

Materials and Procedure

Reinforcement Learning Go/No-Go Task.

After providing consent, participants were asked to fill in their demographics (i.e., age,
gender). The procedure used was adapted from Guitart-Masip and colleagues (2012).
Participants were instructed that they would be shown different fractals and each fractal
has one correct response (go; press spacebar, or no-go; not press). Moreover, each
response could lead to a reward, a neutral outcome, or a punishment. Rewards led to a
gain of 1 point and punishments led to a loss of 1 point. The feedback they received is
probabilistic: If participants performed the right action, they received a reward (for Go-To-
Win and No-Go-To-Win) or no punishment (for Go-To-Avoid-Losing and No-Go-To-Avoid-
Losing) in 80% of the trials. Feedback is probabilistic to better mimic real-life conditions,
where outcomes are often uncertain. In total, there were four different fractals: For two
they could win points by either go (Go-To-Win) or no-go (No-Go-To-Win) and for two they
could avoid losing points by either go (Go-To-Avoid-Losing) or no-go (No-Go-To-Avoid-
Losing). Finally, for each fractal they had to learn trial and error based on the feedback
what the best response is. Thus, the optimal response (go/no-go) for each fractal was not
instructed and should be learned from the feedback. Participants also learned that after
completion of the task, the points would be converted to a monetary bonus ranging from
0 to 3 euro. More specifically and unbeknownst to participants, participants with scores
of 0 or below 0 points gained 0 euro bonus, participants with scores ranging between 1
and 30 gained 1 euro bonus, participants with scores ranging between 31 and 60 gained
2 euro bonus and participants with scores higher than 60 gained 3 euro bonus (Mpms =
36.05 5D, =2224M,  =17,5D, = 0.85).

int.
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Each trial started with the presentation of one of four fractals (randomly assigned per
participant from a list of 12 fractals) for 1000 ms (image size: 200 x 125 pixels, 300 dpi). The
visual angle of all stimuli was not controlled. During the presentation, participants either
had to press spacebar (go) or withhold from pressing (no-go). The fractals were identical
to what was employed in Guitart-Masip and colleagues (2012). After participants chose
the action, they received feedback for 1000 ms. They either received a reward (upwards
pointing green arrow), a punishment (downwards pointing red arrow) or a neutral outcome
(yellow bar). Each trial ended with an inter-trial interval (ITl) that varied from 750 ms to
1500 ms in steps of 150 ms (see Figure 2.1 for an overview).

In total, the task included four fractals, with 60 trials per fractal, resulting in a total of 240
trials. After every 60 trials (15 trials per RL condition; Go-To-Win, No-Go-To-Win, Go-To-
Avoid-Losing, No-Go-To-Avoid-Losing), participants had a 20-second break. The trials within
the blocks were randomized. Before starting the task, participants took part in 10 practice
trials per fractal to get familiarized with the speed requirements (using different fractals
than the ones used in the actual task). The task lasted approximately 25 minutes and after
participating participants were paid conform their performance.

Figure 2.1
Go towin Go to avoid losing No-go to win No-go to avoid losing

Cue +

response 3 "P
window: - W iram

1000 ms

resbace T / /; 1 / /;

ITl:

750-1500 ms + + + +

in steps of 150

Note. Each trial started with the presentation of a fractal and was followed by response-dependent
feedback. Rewards, punishments, and neutral outcomes were visualized by upwards green arrows,
downwards red arrows and yellow bars, respectively.

Confirmatory Analyses

Reinforcement Learning Go/No-Go Task.

The probability of an optimal action choice (go or no-go) per RL condition served as
dependent variable. This enabled us to investigate whether the learning of optimal action
choice differs between RL conditions. Higher probabilities reflect better learning, whereas
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lower probabilities reflect worse learning. To determine the difference in performing the
optimal action choice between Go-To-Win and Go-To-Avoid-Losing as well as between No-
Go-To-Win and No-Go-To-Avoid-Losing, we conducted a binomial generalized linear mixed
model. The model included the within-participant factors action (go/no-go) and valence
(win/avoid losing). All fixed effects were coded using sum-to-zero contrasts. Moreover, this
model included a random intercept of participant as well as random slopes for action and
valence to keep a maximal random-effects structure (Barr et al., 2013).

Results
Confirmatory Analyses

Reinforcement Learning Go/No-Go Task.

The interaction effect of action and valence on optimal action choice was significant, B =
-0.51, SE=0.10, x’(1) = 20.05, p <.001, 95% Cl [-.72,-.30], OR = 0.60. As expected, follow-
up pairwise comparisons revealed that the probability of performing the optimal action
choice (go) was significantly higher in the Go-To-Win RL condition (M = 0.83, SD = 0.19)
than in the Go-To-Avoid-Losing RL condition (M =0.69, SD =0.22), B=-1.24, SE=0.28, p
<.001, OR =0.29. Moreover, the probability of performing the optimal action choice (no-go)
was significantly higher in the No-Go-To-Avoid-Losing RL condition (M = 0.81, SD = 0.17)
than in the No-Go-To-Win RL condition (M =0.67, SD =0.20), B=0.81, SE =0.20, p <.001,
OR = 2.25. Taken together, we replicated the action—valence asymmetry in learning. See
Figure 2.2 for the results.

Exploratory follow-up pairwise comparisons revealed that the probability of performing
the optimal action choice was significantly higher in the Go-To-Win RL condition (M =
0.83, SD =0.19) than in the No-Go-To-Win RL condition (M =0.67, SD =0.20), B=1.3, SE
=0.32, p <.001, OR = 3.68. Moreover, the probability of performing the optimal action
choice was significantly higher in the No-Go-To-Avoid-Losing RL condition (M = 0.81, SD
=0.17) than in the Go-To-Avoid-Losing RL condition (M =0.69, SD =0.22), B=-0.75, SE =
0.23,p=.001, OR=0.47.

Discussion

In Experiment 2.1, in line with Guitart-Masip and colleagues (2012), we found evidence for
the action—valence asymmetry in learning. This replication paves the way for the next step:
Investigating whether the action—valence asymmetry influences subjective values of faces.
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Figure 2.2
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Note. A violin plot showing the mean proportion of optimal responses in each of the four RL
conditions. Error bars reflect within-participants confidence intervals around those means.

Experiment 2.2

In Experiment 2.2, we replaced fractals with faces of White-Dutch males® and examined
whether the action—valence asymmetry generalizes to social stimuli. We again expected
an asymmetry in learning. Importantly—to test whether and how the action—valence
asymmetry in learning influences subjective value of the faces—participants performed
a Value-Based Decision Task (VBD task) after the RL task. The goal of the VBD task is to
unravel participants’ preference for a face (see Chen et al., 2019; Schonberg et al., 2014;
Veling et al., 2017). We expected that the learning process affects preferences for faces.
More specifically, we expected that the probability of choosing a go face (a face that is
assigned to the Go-To-Win or Go-To-Avoid-Losing condition) is higher in the ‘Go-To-Win vs
No-Go-To-Avoid-Losing’ choice pair than in the other three experimental choice pairs. This
exact hypothesis was preregistered. Additionally, we asked participants for their evaluation
of each face, to explore whether the learning process in the RL task influences evaluations.

° We are aware of the issues of single gender designs (Grady, 1981). However, we selected only male stimuli
because—looking ahead to Experiment 2.4—in the Netherlands, prejudice effects are presumed to be stronger
for Moroccan—Dutch males than for Moroccan—Dutch females since males are, for example, more strongly
associated with crime (e.g., Bovenkerk & Fokkema, 2016), and we aimed to examine whether effects would be
different for a negatively stereotyped group.
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Method
Sample Size Justification

An a priori power analysis using simr (Green & MaclLeod, 2016) indicated that 27 participants
were sufficient to find the action—valence asymmetry (power = .82, alpha = .05), given the
data of Experiment 2.1. In Experiment 2.2, we made two adjustments: (1) we added the
VBD task and the explicit evaluations and (2) we changed the stimuli from fractals to
faces. Therefore, it is difficult to estimate whether 27 participants are indeed sufficient.
Consequently, we decided to be conservative and collected data from 60 participants.
Additionally, a sensitivity power analysis using simr (Green & Macleod, 2016) indicated
that 60 participants allowed us to find the action—valence asymmetry effect as small as
B =-0.3 (power = .80, alpha = .05), given the data of Experiment 2.1. Participants were
rewarded 7.5 euro or 0.75 credit point for participating and could earn more based on
their performance in the RL task (the same bonus structure as in Experiment 2.1; I\/Ipomts =
37.87,5D,, =20.26;M, ~=173,5D,  =0.66).

ints

Participants

After recruiting 60 participants, we excluded two participants according to our preregistered
exclusion criterion (performing the same action choice more than or equal to 90% of
the time in at least one of the four blocks of the RL task), one participant because she
participated twice (we kept her first try) and one participant because she reported to be
17 (we preregistered a minimum age of 18 years). We resampled the number of excluded
participants to again reach the sample size of 60 (Mage =21.22 years, SD_ = 3.92 years,
51 women, 9 men, see Supplemental materials for information on participant ethnicity).®

Materials and Procedure

Experiment 2.2 consisted of three parts: the RL task, the VBD task and the explicit evaluation
task.

Reinforcement Learning Go/No-Go Task.

The first task was similar to the task in Experiment 2.1 but with different stimuli (i.e., faces
of White—Dutch males). The faces were taken from the Radboud Faces Database (RaFD,
Langner et al., 2010) and matched on valence and attractiveness. We used the RaFD because
it is of high quality and the faces are well matched. We used the neutral, frontal images of
actors 07, 23, 30, 71 (image size: 205 x 308 pixels, 96 dpi). Faces were randomly assigned

& Since the vast majority of the participants in Experiments 2.2—2.4 were women, we checked whether the

descriptives of all analyses were similar for men. We concluded that the patterns were similar. This gives us
confidence that the effects are not driven by the gender of the participants, but seem solid independent of
participants’ gender.
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to RL condition (Go-To-Win, Go-To-Avoid-Losing, No-Go-To-Win, No-Go-To-Avoid-Losing)
per participant. Before starting the RL task, participants took part in 10 practice trials per
RL condition with different faces than the ones used in the actual task.

Value-Based Decision Task.

After the RL task, participants were introduced to the VBD task. Participants were instructed
that they would repeatedly be presented with two faces. On each trial, they needed to
decide which of the two faces appeared most positive to them at this moment. In the
task, participants repeatedly observed two faces for 1500 ms. During the presentation,
they had to press either the left arrow key (indicating that they chose the left face) or the
right arrow key (indicating that they chose the right face). Once participants made their
choice, the chosen face was surrounded by a blue frame for 500 ms to confirm that a choice
had been made (see Figure 2.3 for an overview). Blue was chosen because it was not yet
present in the RL task and it is not associated with correct or incorrect (e.g., cf. green or
red). If participants failed to make a choice within the given time, that choice pair would
be presented again at the end of the task.

Participants were consecutively presented with six different choice pairs of two faces,
representing all possible combinations of four faces. Four choice pairs were experimental
and were included to test the hypothesis: ‘Go-To-Win vs No-Go-To-Avoid-Losing’, ‘Go-To-
Avoid-Losing vs No-Go-To-Avoid-Losing’, ‘Go-To-Win vs No-Go-To-Win’, and ‘Go-To-Avoid-
Losing vs No-Go-To-Win'. For two choice pairs, we did not have confirmatory hypotheses:
‘Go-To-Win vs Go-To-Avoid-Losing” and ‘No-Go-To-Avoid-Losing’ vs No-Go-To-Win'. These
six different choice pairs were presented in eight blocks, resulting in a total of 48 trials.
There was no break between the blocks. The trials within the blocks were randomized,
and the order of the faces was counterbalanced.

Explicit Evaluation Task.

After the VBD task, participants were asked to rate the four faces (‘make a judgement about
this face’) on a scale from very negative (0) to very positive (200) (see Figure 2.3 for an
overview). The order of the faces was randomized per participant. Ratings were made using
a slider; its starting position was always at zero by default (neither positive nor negative).

Moreover, in addition to the demographics asked in Experiment 2.1, we asked participants
with which ethnicity they identified at the end of the experiment best to get a more detailed
overview of the participant characteristics. In total, all three tasks lasted approximately
40 minutes.
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Figure 2.3

Overview of the Value-Based Decision Task and the Explicit Evaluation Task
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Note. (A) The VBD task: Participants receive a series of binary choices between two faces. (B) The
Explicit Evaluation task: Participants evaluate each face.

Confirmatory Analyses

Reinforcement Learning Go/No-Go Task. The analyses of the RL task were identical to
Experiment 2.1.

Value-Based Decision Task. The probability of choosing a go face served as the dependent
variable. In doing so, we were able to compare the differences in preference between
choice pairs. A higher probability reflects a larger difference in preference, with a stronger
preference for a go face (Go-To-Win / Go-To-Avoid-Losing condition) over a no-go face (No-
Go-To-Win / No-Go-To-Avoid-Losing condition). To determine the difference in preference
between the four experimental choice pairs, we conducted a binomial generalized linear
mixed model. The model included the within-participant factor choice pair (Go-To-Win vs.
No-Go-To-Avoid-Losing / Go-To-Avoid-Losing vs. No-Go-To-Avoid-Losing / Go-To-Win vs.
No-Go-To-Win / Go-To-Avoid-Losing vs. No-Go-To-Win). Moreover, this model included a
random intercept of participant as well as a random slope for choice pair.
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Exploratory Analyses

Value-Based Decision Task.

We conducted these analyses to compare our results to the approach—avoidance literature.
Action conditions reflect approach (Go-To-Win) and avoid (Go-To-Avoid-Losing). To explore
whether approach—avoidance effects on preferences differ between action and inaction
conditions, we conducted a binomial generalized linear mixed model. The probability of
choosing a ‘win’ face served as the dependent variable. This model included the within-
participant factor choice pair (Go-To-Win vs. Go-To-Avoid-Losing / No-Go-To-Win vs. No-
Go-To-Avoid-Losing). Moreover, this model included a random intercept of participant as
well as a random slope for choice pair.

Explicit Evaluation Task.

The evaluation per face served as the dependent variable. In doing so, we were able to
compare the difference in how the faces are evaluated. To determine whether there is a
difference in how the faces are evaluated, we conducted a linear mixed effects model. The
model included the within-participant factor RL condition (Go-To-Win / No-Go-To-Win /
Go-To-Avoid-Losing / No-Go-To-Avoid-Losing) and a random intercept of participant.

Results
Confirmatory Analyses

Reinforcement Learning Go/No-Go Task.

In line with Experiment 2.1, the interaction effect of action and valence on optimal action
choice was significant, B =-0.52, SE = 0.08, x?(1) = 33.58, p < .001, 95% CI [-.66,-.35],
OR = 0.59. As expected, follow-up pairwise comparisons revealed that the probability of
performing the optimal action choice (here: go) was significantly higher in the Go-To-Win RL
condition (M =0.91, SD = 0.14) than in the Go-To-Avoid-Losing RL condition (M =0.76, SD =
0.15), B=-1.43,SE =0.18, p <.001, OR = 0.24. Moreover, the probability of performing the
optimal action choice (here: no-go) was significantly higher in the No-Go-To-Avoid-Losing
RL condition (M =0.78, SD = 0.11) than in the No-Go-To-Win RL condition (M =0.63, SD =
0.22), B=0.66, SE =0.19, p <.001, OR = 1.93. See Figure 2.4 for the results.

Exploratory follow-up pairwise comparisons revealed that the probability of performing the
optimal action choice was significantly higher in the Go-To-Win RL condition (M =0.91, SD
=0.14) than in the No-Go-To-Win RL condition (M =0.63, SD =0.22), B=1.94,SE=0.26,p
<.001, OR = 6.96. There was no significant difference in the probability of performing the
optimal action choice between the No-Go-To-Avoid-Losing RL condition (M =0.78, SD =
0.11) and the Go-To-Avoid-Losing RL condition (M = 0.76, SD = 0.15), B =-0.15, SE = 0.16,
p=.334,0R =0.86.

Value-Based Decision Task.

The main effect of choice pair on the probability of choices for go faces was significant, y?(1)
=16.94, p =.002. As expected, follow-up pairwise comparisons revealed that the difference
in preference was significantly higher in the ‘Go-To-Win vs No-Go-To-Avoid-Losing’ choice
pair (M =0.73, SD =0.28) than in the other three choice pairs, respectively the ‘Go-To-
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Avoid-Losing vs No-Go-To-Avoid-Losing” (M = 0.67, SD =0.25), B=-1.06, SE =0.40, p =
.038, OR =0.35, the ‘Go-To-Win vs No-Go-To-Win" (M =0.57, SD =0.27), B=1.88, SE =
0.47, p <.001, OR = 6.55, and the ‘Go-To-Avoid-Losing vs No-Go-To-Win’ choice pair (M =
0.46, SD =0.32), B=-2.69, SE =0.64, p <.001, OR = 0.07. This confirms our hypothesis that
the strongest difference in preference occurs in the ‘Go-To-Win vs No-Go-To-Avoid-Losing’
choice pair. See Figure 2.5 for the results.

Exploratory Analyses

Value-Based Decision Task.

The difference in preference for win outcomes is stronger in inaction contexts (No-Go-To-
Win vs. No-Go-To-Avoid-Losing; M =0.71, SD = 0.27) than in action contexts (Go-To-Win
vs. Go-To-Avoid-Losing; M = 0.62, SD =0.27)7, B=0.79, SE = 0.38, x*(1) = 4.42, p = .040,
OR = 2.2, demonstrating that approach—avoidance effects on preferences are stronger in
inaction than action conditions.

Explicit Evaluation Task.

The main effect of RL condition on explicit evaluation of the faces was significant, £(3,236)
=19.28, p <.001.2 Follow-up comparisons revealed that the Go-To-Win face was the most
positively evaluated face (M = 132.27, SD = 47.80) and that this face differed significantly
from the Go-To-Avoid-Losing face (M = 103.93, SD = 40.00), B =-28.30, SE=8.01, p =
.003, B =-0.58° and the No-Go-To-Avoid-Losing face (M = 75.48, SD = 53.92), B = 56.80,
SE =8.01, p <.001, B = 1.17. There was no significant difference between the Go-To-Win
and No-Go-To-Win face (M =121.87, SD = 43.11), B =10.40, SE = 8.01, p =.565, = 0.21.
Moreover, the No-Go-To-Avoid-Losing face was evaluated the least positive, and in addition
to differing from the Go-To-Win face the evaluation of this face differed significantly from
the Go-To-Avoid-Losing face, B = 28.40, SE = 8.01, p = .003, B = 0.59, and No-Go-To-Win
face, B=-46.40, SE =8.01, p <.001, B =-0.95. There was no difference between the Go-To-
Avoid-Losing and No-Go-To-Win face, B =-17.90, SE =8.01, p =.117, B =-0.37. See Figure
2.6 for the results.

Discussion

Experiment 2.2 shows an asymmetry in learning and shows how this asymmetry translates
into preferences for faces. Specifically, and as hypothesized, we found that the probability
of choosing a go face is higher in the ‘Go-To-Win vs No-Go-To-Avoid-Losing’ choice pair

7 We additionally tested whether these preferences differ from chance level (50 %). This is the case for all No-Go-
To-Win vs. No-Go-To-Avoid-Losing and Go-To-Win vs. Go-To-Avoid-Losing choice pairs in Experiments 2.2-2.4.

8 This model had a singular fit warning. This might be due no variation between participants or to negative ICC
(intra class correlation). We double checked the results with an ANOVA. The conclusions were the same and
therefore, we keep reporting this model.

°There are no generally accepted ways to compute standardized effect sizes for mixed effects models. Therefore,
we included beta weights as a rough indicator of effect sizes for linear mixed effects models.
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than in the other three experimental choice pairs. Moreover, exploratory analyses indicated
that the asymmetries influence evaluations of faces. One thing is noteworthy: The No-Go-
To-Avoid-Losing face was evaluated more negatively than the Go-To-Avoid-Losing face. This
is striking as both RL conditions received punishment as feedback to the same degree. So
mere co-occurrence effects cannot explain this difference. This points toward an additive
effect of action and valence such that faces associated with No-Go-To-Avoid-Losing are
particularly devalued. Since this finding is exploratory, we examined whether this replicates
in the subsequent experiments.

In Experiment 2.3, we are interested to see whether the influence of action—valence
asymmetries on preference for a face generalizes to Moroccan—Dutch targets.

Experiment 2.3 is a replication of Experiment 2.2, but with Moroccan—Dutch male faces
as stimuli.

Method

The procedure and measures were identical to Experiment 2.2. In addition to demographics
(similar as in Experiment 2.2), we asked participants whether they have lived in the
Netherlands all their life. This offers the possibility to get a more detailed overview of the
participant characteristics. Participants were rewarded 7.5 euro or 0.75 credit point for
participating and could earn more based on their performance in the RL task (the same
bonus structure as in Experiment 2.2: Mpom =38.53, SDpOm =17.40;M, .=175S5D, =
0.68).1° As stimuli, we used Moroccan—Dutch male faces. Faces were again taken from the
RaFD (Langner et al., 2010) and were matched with each other and with the White—Dutch
faces on valence and attractiveness. We used the neutral, frontal images of actors 29, 50,
53, 70 (image size: 205 x 308 pixels, 96 dpi).

Participants

In total, 60 participants participated (/\/Iage =20.9 years, SD___ = 2.84 years, 48 women, 10
men, 2 non-binary, see Supplemental materials for information on participant ethnicity).!
Since this is a replication of Experiment 2.2, the power analyses described in Experiment 2.2
are also applicable here. According to our preregistered exclusion criteria, no participants
had to be excluded.

9Due to a programming mistake in Experiments 2.1-2.3 some participants received less money than they were
entitled to. Therefore, we recalculated the bonusses and we paid the concerned participants the right amount.

1'We checked whether the descriptives of all analyses were similar when analyzing data of the participants that
identified with Dutch, German or Caucasian. We concluded that the patterns were similar.
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Results
Confirmatory Analyses

Reinforcement Learning Go/No-Go Task.

In line with Experiment 2.1 and 2.2, the interaction effect of action and valence on optimal
action choice was significant, B =-0.47, SE = 0.08, x*(1) = 28.88, p <.001, 95% Cl [-.63,-.32],
OR =0.63.1? As expected, follow-up pairwise comparisons revealed that the probability of
performing the optimal action choice (here: go) was significantly higher in the Go-To-Win RL
condition (M =0.89, SD = 0.17) than in the Go-To-Avoid-Losing RL condition (M =0.76, SD =
0.12), B=-1.43,SE =0.21, p <.001, OR = 0.24. Moreover, the probability of performing the
optimal action choice (here: no-go) was significantly higher in the No-Go-To-Avoid-Losing
RL condition (M =0.79, SD = 0.11) than in the No-Go-To-Win RL condition (M =0.69, SD =
0.19), B=0.48, SE =0.17, p =.005, OR = 1.62. See Figure 2.4 for the results.

Exploratory follow-up pairwise comparisons revealed that the probability of performing the
optimal action choice was significantly higher in the Go-To-Win RL condition (M =0.89, SD
=0.17) than in the No-Go-To-Win RL condition (M =0.69, SD =0.19), B=1.66, SE=0.26, p
<.001, OR =5.26. There was no significant difference in the probability of performing the
optimal action choice between the No-Go-To-Avoid-Losing RL condition (M =0.79, SD =
0.11) and the Go-To-Avoid-Losing RL condition (M =0.76, SD =0.12), B =-0.24, SE =0.13,
p=.074,0R =0.79.

Value-Based Decision Task.

The main effect of choice pair on the probability of choices for go faces was significant, y?(1)
=33.87, p <.001. As expected, follow-up pairwise comparisons revealed that the difference
in preference was significantly higher in the ‘Go-To-Win vs No-Go-To-Avoid-Losing’ choice
pair (M =0.83, SD = 0.25) than in the other three choice pairs, respectively the ‘Go-To-
Avoid-Losing vs No-Go-To-Avoid-Losing” (M =0.67, SD =0.25), B=-1.31, SE=0.30, p <
.001, OR =0.27, the ‘Go-To-Win vs No-Go-To-Win’ (M = 0.63, SD =0.27), B=1.66, SE =
0.35, p <.001, OR = 5.26, and the ‘Go-To-Avoid-Losing vs No-Go-To-Win’ choice pair (M
=0.44, SD =0.25),B=-2.74, SE =0.41, p < .001, OR = 0.06. See Figure 2.5 for the results.

Exploratory Analyses

Value-Based Decision Task.

There is no difference in preference for win outcomes between inaction (No-Go-To-Win
vs. No-Go-To-Avoid-Losing; M = 0.67, SD = 0.25) and action contexts (Go-To-Win vs. Go-
To-Avoid-Losing; M =0.66, SD =0.25), B=0.48, SE=0.47, x*(1) = 1.14, p = .287, OR = 1.61.

Explicit Evaluation Task.
The main effect of RL condition on explicit evaluation of the faces was significant, £(3,236)
=23.69, p <.001 (see Footnote 8). Follow-up comparisons revealed that the Go-To-Win

2 For this analysis, we preregistered to determine p-values using the parametric bootstrap method. This
method, however, is very time-consuming. Since it is as reliable as likelihood ratio tests according to Luke (2017),
we chose to use likelihood ratio tests from now on to determine p-values.
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face was the most positively evaluated face (M = 141.83, SD = 37.94) and that this face
differed significantly from the Go-To-Avoid-Losing face (M = 109.53, SD = 35.18), B =-32.30,
SE =7.05, p<.001, B =-0.74, and the No-Go-To-Avoid-Losing face (M = 84.57, SD = 42.41),
B =57.30, SE =7.05, p <.001, B = 1.31. There was no significant difference between the
Go-To-Win and No-Go-To-Win face, (M = 124.50, SD = 43.56), B = 17.30, SE = 7.05, p
=.070, B = 0.40. Moreover, the No-Go-To-Avoid-Losing face was evaluated the least positive,
and in addition the differing from the Go-To-Win face the evaluation of this face differed
significantly from the Go-To-Avoid-Losing face, B = 25.00, SE = 7.05, p =.003, B = 0.57,
and No-Go-To-Win face, B =-39.90, SE = 7.05, p <.001, B =-0.91. There was no difference
between the Go-To-Avoid-Losing and No-Go-To-Win face, B = -15.00, SE = 7.05, p =.150,
B =-0.34. See Figure 2.6 for the results.

Discussion

Experiment 2.3 replicates the results of Experiment 2.2: The action—valence asymmetry and
its influence on subjective value generalizes to Moroccan—Dutch faces. Again, exploratory
analyses indicated that the No-Go-To-Avoid-Losing face was evaluated more negatively than
the Go-To-Avoid-Losing face, suggesting an additive effect of action and valence. Now we
obtained evidence that the action-valence asymmetry influences subjective value for both
White—Dutch and Moroccan—Dutch faces similarly, we extended the research paradigm
using both White—Dutch and Moroccan—Dutch faces in a within-participant design in a
Dutch/German sample in Experiment 2.4. By displaying both social groups (instead of one),
we aim to push the intergroup context more strongly (Young et al., 2009). If the experiment
is sensitive to intergroup differences, we expect that effects should emerge more quickly
in this within-participant design.

In Experiment 2.4, we examined the influence of the action—valence asymmetry on
subjective value for in- and outgroup members. We used both White—Dutch and Moroccan—
Dutch male faces in the RL task. After the RL task, participants again carried out the VBD
task and evaluated all faces. Since it is unknown whether the experiment is sensitive to
intergroup differences, the intergroup comparison was exploratory.

Within each group condition (ingroup and outgroup), we did have predictions, which we
preregistered for each group condition separately. The hypotheses for both the RL task and
the VBD task are the same as described in Experiments 2.2—2.3. In addition, this time, we
preregistered the hypotheses for the explicit evaluation task. We expected that the learning
processes in the RL task affect the evaluation of face. More specifically, we expected that
participants’ evaluation of the Go-To-Win face is the most positive and significantly more
positive than the No-Go-To-Avoid-Losing face. Moreover, we expected that the participants’
evaluation of the Go-To-Avoid-Losing face is significantly more positive than the No-Go-
To-Avoid-Losing face.
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Method
Sample Size Justification

Two a priori power analyses using simr (Green & Macleod, 2016) indicated that respectively
34 (given the data from Experiment 2.2, power = .80, alpha = .05) and 27 participants
(given the data from Experiment 2.3, power = .82, alpha = .05) were sufficient to find the
smallest hypothesized effect, which was the difference in participants’ evaluation of a face
between the ‘Go-To-Avoid-Losing” and ‘No-Go-To-Avoid-Losing” condition in the explicit
evaluation task. In Experiment 2.4 we made one major adjustment: Because we included
both the stimuli of Experiment 2.2 and 2.3, we doubled all tasks included. Therefore, it was
difficult to estimate whether 27 to 34 participants were indeed sufficient. Consequently,
again, we decided to be conservative and to collect data from 60 participants. Additionally,
two sensitivity power analyses using simr (Green & Macleod, 2016) indicated that 60
participants allowed us to find an effect on participants’ evaluation of a face between the
‘Go-To-Avoid-Losing” and ‘No-Go-To-Avoid-Losing” condition in the explicit evaluation task
as small as B = 10 (given the data from Experiment 2.2, power = .80, alpha = .05) and B =
9.5 (given the data from Experiment 2.3, power = .80, alpha = .05).

Participants

After recruiting 60 participants, we excluded two participants according to our preregistered
exclusion criterion (performing the same action choice more than or equal to 90% of the
time in at least one of the six blocks of the RL task) and one participant because she
participated twice (we kept her first try). We resampled the number of excluded participants
to again reach the sample size of 60 (Mage =22.02 years, SDage = 5.34 years, 47 women,
13 men, 48 Dutch, 12 German). For this experiment, we explicitly recruited participants
that were grown up in The Netherlands, Germany, or Belgium and that identified with the
accompanying ethnicity (i.e., Dutch, German, or Belgian). In doing so, we aimed to create
the intergroup context: The White—Dutch faces reflected the ingroup and the Moroccan—
Dutch faces were the outgroup for participants. The appearance of the White—Dutch faces
is as familiar for Dutch participants as it is for German and Belgian participants. Thus, we
anticipate that the White—Dutch faces are observed in the same way for both German
and Belgian as well as Dutch participants, thereby reflecting an ingroup. Participants were
rewarded 10 euro or 1 credit point for participating and could earn more based on their
performance in the RL task (up to €4).

Materials and Procedure

Experiment 2.4 consisted of three parts: the RL task, the VBD task and the explicit evaluation
task.

Reinforcement Learning Go/No-Go Task.
We combined Experiments 2.2—-2.3 in the first task. This resulted in eight different RL
conditions: Go-To-Win Moroccan face, Go-To-Avoid-Losing Moroccan face, No-Go-To-Win
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Moroccan face, No-Go-To-Avoid-Losing Moroccan face, Go-To-Win Dutch face, Go-To-
Avoid-Losing Dutch face, No-Go-To-Win Dutch face, and No-Go-To-Avoid-Losing Dutch face.
The set up and the stimuli were the same as in Experiments 2.2—2.3, only now with both
Moroccan and Dutch faces as stimuli. Faces were randomly assigned to RL conditions within
each group (ingroup or outgroup). Thus, there were eight RL conditions with 60 trials per RL
condition, resulting in a total of 480 trials. After every 80 trials (10 trials per RL condition),
participants had a 20-second break. The trials within the blocks were randomized.

Based on their learning performance, participants could (as in Experiments 2.1-2.3) earn
a monetary bonus. The monetary bonus ranged from 0 to 4 euro. More specifically, and
unbeknownst to participants, participants with scores of 0 or below 0 points gained 0 euro
bonus, participants with scores ranging 1 and 40 gained 1 euro bonus, participants with
scores ranging between 41 and 76 gained 2 euro bonus, participants with scores ranging
between 77 and 112 gained 3 euro bonus and participants with scores higher than 112
gained 4 euro bonus (I\/Imts =50.55, SDW. =331 M, =178 SD, = 0.94).

nts

Value-Based Decision Task.

After the RL task, participants participated in the VBD task. This task was the same as
Experiments 2.2—2.3, but now with more choice pairs. Participants were consecutively
presented with 28 different choice pairs of two faces, representing all possible combinations
of eight faces. Eight choice pairs were experimental: ‘Go-To-Win vs No-Go-To-Avoid-Losing’,
‘Go-To-Avoid-Losing vs No-Go-To-Avoid-Losing’, ‘Go-To-Win vs No-Go-To-Win” and ‘Go-To-
Avoid-Losing vs No-Go-To-Win’ for both White—Dutch and Moroccan—Dutch faces. For the
other choice pairs, we did not have confirmatory hypotheses. These 28 different choice
pairs were presented in eight blocks, resulting in a total of 224 trials. After 112 trials,
participants had a 20-second break. The trials within the blocks were randomized, and the
order of the faces was counterbalanced.

Explicit Evaluation Task.

After the VBD task, participants were again asked to rate the eight faces (‘make a judgement
about this face’) on a scale from very negative (0) to very positive (200). The order of the
faces was random per participant. In total, all three tasks lasted approximately 55 minutes.

Results
Confirmatory Analyses

Reinforcement Learning Go/No-Go Task — Moroccan—Dutch Faces.

The interaction effect of action and valence on optimal action choice was significant, B =
-0.54, SE =0.09, x’(1) = 25.95, p <.001, 95% Cl [-.73,-.35], OR = 0.58. As expected, follow-up
pairwise comparisons revealed that the probability of performing the optimal action choice
(here: go) was significantly higher in the Go-To-Win RL condition (M =0.80, SD = 0.22) than
in the Go-To-Avoid-Losing RL condition (M =0.69, SD =0.16), B=-1.03, SE =0.21, p <.001,
OR =0.36. Moreover, the probability of performing the optimal action choice (here: no-go)
was significantly higher in the No-Go-To-Avoid-Losing RL condition (M =0.72, SD = 0.17)
than in the No-Go-To-Win RL condition (M =0.50, SD =0.26), B=1.12, SE =0.23, p <.001,
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OR =3.06. See Figure 2.4 for the results.

Exploratory follow-up pairwise comparisons revealed that the probability of performing the
optimal action choice was significantly higher in the Go-To-Win RL condition (M =0.80, SD
=0.22) than in the No-Go-To-Win RL condition (M =0.50, SD =0.26), B=2.05, SE=0.35, p
<.001, OR = 7.73. There was no significant difference in the probability of performing the
optimal action choice between the No-Go-To-Avoid-Losing RL condition (M =0.72, SD =
0.17) and the Go-To-Avoid-Losing RL condition (M =0.69, SD = 0.16), B =-0.10, SE = 0.16,
p=.535,0R=0.91.

Reinforcement Learning Go/No-Go Task — White—Dutch Faces.

The interaction effect of action and valence on optimal action choice was significant, B =
-0.49, SE=0.08, x* (1) = 28.99, p <.001, 95% Cl [-.65,-.33], OR = 0.61. As expected, follow-up
pairwise comparisons revealed that the probability of performing the optimal action choice
(here: go) was significantly higher in the Go-To-Win RL condition (M =0.81, SD = 0.20) than
in the Go-To-Avoid-Losing RL condition (M =0.68, SD =0.13), B=-1.24, SE =0.22, p <.001,
OR =0.29. Moreover, the probability of performing the optimal action choice (here: no-go)
was significantly higher in the No-Go-To-Avoid-Losing RL condition (M = 0.72, SD = 0.14)
than in the No-Go-To-Win RL condition (M =0.56, SD =0.22), B=0.71, SE =0.18, p <.001,
OR =2.03. See Figure 2.4 for the results.

Exploratory follow-up pairwise comparisons revealed that the probability of performing the
optimal action choice was significantly higher in the Go-To-Win RL condition (M =0.81, SD
=0.20) than in the No-Go-To-Win RL condition (M =0.56, SD =0.22),B=1.78, SE=0.29, p
<.001, OR =5.90. There was no significant difference in the probability of performing the
optimal action choice between the No-Go-To-Avoid-Losing RL condition (M =0.72, SD =
0.14) and the Go-To-Avoid-Losing RL condition (M = 0.68, SD =0.13), B=-0.17, SE = 0.13,
p=.166, OR = 0.84.
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Figure 2.4

Results Reinforcement Learning Go/No-Go Task
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Note. Mean proportion of optimal responses in each of the four RL conditions. Error bars reflect
within-participants confidence intervals around those means.

Value-Based Decision Task — Moroccan—Dutch Faces.

The main effect of choice pair on the probability of choices for go faces was significant,
x* (3) = 26.20, p <.001. As expected, follow-up pairwise comparisons revealed that the
difference in preference was significantly higher in the ‘Go-To-Win vs No-Go-To-Avoid-
Losing’ choice pair (M =0.79, SD =0.22) than the ‘Go-To-Avoid-Losing vs No-Go-To-Avoid-
Losing’ (M =0.64, SD=0.28), B=-0.87, SE =0.32, p =.033, OR = 0.42, and the ‘Go-To-Avoid-
Losing vs No-Go-To-Win’ choice pair (M =0.42, SD = 0.28), B=-2.37, SE=0.42, p <.001,
OR = 0.09. Contrary to our hypothesis, we did not find a difference in the ‘Go-To-Win vs
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No-Go-To-Win’ choice pair (M = 0.65, SD = 0.29), B = 0.86, SE = 0.34, p =.054, OR = 2.36.
See Figure 2.5 for the results.

Exploratory analyses indicated that there is no difference in preference for win outcomes
between inaction (No-Go-To-Win vs. No-Go-To-Avoid-Losing; M = 0.68, SD = 0.24) and
action contexts (Go-To-Win vs. Go-To-Avoid-Losing; M =0.69, SD = 0.24), B =-0.41, SE =
0.62, x(1) = 0.46, p = .496, OR = 0.66.

Value-Based Decision Task — White—Dutch Faces.

The main effect of choice pair on the probability of choices for go faces was significant,
X% (3) = 34.84, p <.001. As expected, follow-up pairwise comparisons revealed that the
difference in preference was significantly higher in the ‘Go-To-Win vs No-Go-To-Avoid-
Losing’ choice pair (M =0.78, SD =0.25) than in the other three choice pairs, respectively
the ‘Go-To-Avoid-Losing vs No-Go-To-Avoid-Losing” (M = 0.61, SD = 0.25), B =-1.94, SE =
0.40, p <.001, OR =0.14, the ‘Go-To-Win vs No-Go-To-Win’ (M =0.62, SD =0.23), B=1.88,
SE=0.41, p<.001, OR = 6.55, and the ‘Go-To-Avoid-Losing vs No-Go-To-Win’ choice pair (M
=0.31, SD=0.32), B=-3.80, SE =0.60, p <.001, OR = 0.02. See Figure 2.5 for the results.

Exploratory analyses indicated that there is no difference in preference for win outcomes
between inaction (No-Go-To-Win vs. No-Go-To-Avoid-Losing; M = 0.71, SD = 0.19) and
action contexts (Go-To-Win vs. Go-To-Avoid-Losing; M = 0.71, SD = 0.19), B = 0.03, SE =
0.49, x2(1) =0.003, p =.957, OR = 1.03.
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Figure 2.5

Results Value-Based Decision Task
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Experiment 3
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Experiment 4 Moroccan-Dutch
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Experiment 4 White-Dutch
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Note. Mean proportion of chosen ‘go faces’ in each of the four experimental choice pairs. Error bars
reflect within-participants confidence intervals around those means.
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Explicit Evaluation Task — Moroccan—Dutch Faces.

As expected, the main effect of RL condition on the explicit evaluation of the faces was
significant, F(3,236) = 20.01 , p <.001 (see Footnote 8). The descriptive order of the
evaluations was also as hypothesized: the ‘Go-To-Win’ face was the most positive (M =
139.37, SD = 44.54), followed by the ‘No-Go-To-Win' face (M =123.55, SD = 43.44), followed
by the ‘Go-To-Avoid-Losing’ face (M = 110.18, SD = 43.91) and lastly followed by the ‘No-
Go-To-Avoid-Losing’ face (M = 77.52, SD = 57.86). Moreover, we confirm the hypothesis
that the ‘Go-To-Win’ face is evaluated more positively than the ‘No-Go-To-Avoid-Losing’
face, B=61.90, SE = 8.31, p <.001, B = 1.22. Lastly, we confirm the hypothesis that the
‘Go-To-Avoid-Losing’ face is evaluated more positively than the ‘No-Go-To-Avoid-Losing’
face, B=32.70, SE =8.31, p <.001, B = 0.65.

In an exploratory fashion, we additionally tested all the other follow-up comparisons. This
revealed that the ‘Go-To-Win’ face was evaluated more positively than the ‘Go-To-Avoid-
Losing’ face, B =-29.20, SE = 8.31, p =.003, B =-0.58. There was no significant difference
between the ‘Go-To-Win" and ‘No-Go-To-Win’ face, B =15.80, SE =8.31, p =.231, f = 0.31.
Moreover, the ‘No-Go-To-Avoid-Losing’ face was evaluated less positively than the ‘No-
Go-To-Win' face, B =-46.00, SE = 8.31, p <.001, f =-0.91. There was no difference between
the ‘Go-To-Avoid-Losing” and ‘No-Go-To-Win’ face, B =-13.40, SE =8.31, p =.377, § =-0.26.
See Figure 2.6 for the results.

Explicit Evaluation Task — White—Dutch Faces.

As expected, the main effect of RL condition on the explicit evaluation of the faces was
significant, F(3,236) = 19.99 , p <.001 (see Footnote 8). The descriptive order of the
evaluations was also as hypothesized: the ‘Go-To-Win’ face was the most positive (M
=133.90, SD = 50.34), followed by the ‘No-Go-To-Win’ face (M =114.25, SD = 38.38),
followed by the ‘Go-To-Avoid-Losing’ face (M = 89.88, SD = 40.62), and lastly followed
by the ‘No-Go-To-Avoid-Losing’ face (M = 76.60, SD = 47.97). Moreover, we confirm the
hypothesis that the ‘Go-To-Win’ face is evaluated more positively than the ‘No-Go-To-
Avoid-Losing’ face, B =57.30, SE =8.06, p <.001, f = 1.17. In contrast with our hypothesis
and different than Experiments 2.2—-2.3 and Moroccan—Dutch faces in Experiment 2.4, we
do not find evidence that the ‘Go-To-Avoid-Losing’ face is evaluated more positively than
the ‘No-Go-To-Avoid-Losing’ face, B =13.30, SE = 8.06, p = .355, f = 0.27.

Exploratory, we additionally tested all the other follow-up comparisons. This revealed that
the ‘Go-To-Win’ face was evaluated more positively than the ‘Go-To-Avoid-Losing’ face,
B =-44.00, SE = 8.06, p <.001, p =-0.90. There was no significant difference between the
‘Go-To-Win’” and ‘No-Go-To-Win’ face, B = 19.60, SE = 8.06, p = .074, f = 0.40. Moreover,
the ‘No-Go-To-Avoid-Losing’ face was evaluated less positively than the ‘No-Go-To-Win’
face, B =-37.60, SE = 8.06, p <.001, B =-0.77. Lastly, the ‘Go-To-Avoid-Losing’ face was
evaluated less positively than the ‘No-Go-To-Win’ face, B = -24.40, SE = 8.06, p =.015, B =
-0.50. See Figure 2.6 for the results.
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Figure 2.6

Results Explicit Evaluation Task
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Additional Exploratory Analyses

To investigate whether there are intergroup differences in the RL task, the VBD task and
explicit evaluation task we added the within-participant factor group condition (ingroup/
outgroup). Moreover, the model of the RL task and VBD task included a random slope for
group condition.

Reinforcement Learning Go/No-Go Task.

The three-way interaction of action, valence and group on optimal action choice was
nonsignificant, B = 0.02, SE = 0.03, (1) = 0.46, p =.50, OR = 1.02. In our data, we do not
find evidence that there is an intergroup difference for learning the optimal action choice.

Value-Based Decision Task.

The interaction between group and choice pair on choices for go faces was nonsignificant,
X2(41) = 6.80, p =.079. In our data, we do not find evidence that there is an intergroup
difference for preference for a face between the choice pairs.

Explicit Evaluation Task.

The interaction between group and RL condition on evaluation of the faces was
nonsignificant, F(3,472) = 1.02, p =.382 (see Footnote 8). In our data, we do not find
evidence that there is an intergroup difference for evaluations. We do, however, find a
significant main effect for group condition, B = -9, SE = 4.09, F(1,472) = 4.83, p =.028, B
=-0.18, with Moroccan faces (M = 112.65, SD = 69.80) being in general more positively
evaluated than Dutch faces (M = 103.66, SD = 66.10).

Discussion

In Experiment 2.4, we replicate the results of Experiments 2.2—2.3, showing the influence
of the action—valence asymmetry on subjective value for both White—Dutch and
Moroccan—Dutch faces. These results again suggest an additive effect of (in)actions and
consequences. Regarding the evaluations, we replicated the pattern that the Go-To-Win
face is more positively evaluated than the No-Go-To-Avoid-Losing face. Moreover, in line
with Experiment 2.3, the Go-To-Avoid-Losing face is more positively evaluated than the
No-Go-To-Avoid-Losing face but only for outgroup faces. In contrast to our preregistered
hypothesis, we do not find evidence for this effect for ingroup faces.

We also explored the action—valence contingencies, the preferences, and explicit
evaluations for faces between the two group conditions and did not find any evidence for
intergroup differences. Taken together, we conclude that action—valence asymmetries in
learning and its influence on preference and explicit evaluations also occur in a within-
participant design with two social groups, and that these effects are similar for ingroup
and outgroup faces.
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To further explore the idea that (in)actions and consequences lead to additive effects, and
to provide our best estimate of these effects, we conducted an individual-participants
meta-analysis on data from all experiments combined.

Explicit Evaluation Task

We re-analyzed the explicit evaluation data to examine whether there are two main effects
present of action and valence. We fitted a linear mixed effects model. The model included
the within-participant factors action (go/no-go) and valence (win/avoid losing) and the
between-participant factor experiment. Moreover, this model included a random intercept
of participant.

The main effect of action on the explicit evaluation of the faces was significant, B = 10.15, SE
=1.47, F(1,948) =47.69, p<.001,  =0.21. Action faces (M = 120.11, SD = 44.42) were more
positively evaluated than inaction faces (M = 99.79, SD = 49.79). Moreover, the main effect
of valence on explicit evaluations was significant, B =-18.78, SE = 1.47, £(1,948) = 163.16, p
<.001, B =-0.39. Reward faces (M = 128.94, SD = 43.45) were more positively evaluated than
avoid losing faces (M = 90.96, SD = 45.27). There was no significant interaction between
action and valence on explicit evaluations, B = 2.58, SE = 1.47, F(1,948) = 3.07, p = .08, B
= 0.05. That said, follow-up pairwise comparisons revealed that within the avoid losing
condition go faces were significantly more positively evaluated than no-go faces, B = 25.5,
SE=4.16, p<.001, B =0.53. Within the win condition go faces were also significantly more
positively evaluated than no-go faces, B =15.2, SE=4.16, p <.001, 3 =0.31.

Additionally, we also re-ran the one-factor linear mixed effects model that we used
throughout this paper. The model included the within-participant factor RL condition, the
between-participant factor experiment and a random intercept of participant.

The main effect of RL condition on the explicit evaluation of the faces was significant,
F(3,948) = 71.31, p < .001. Follow-up comparisons revealed that all conditions differed
significantly from one another. More specifically, the Go-To-Win face was the most
positively evaluated face (M =136.84, SD = 45.27) and this face differed significantly from
the No-Go-To-Win face (M =121.04, SD = 44.75), B=15.2, SE =4.16, p = .002, B = 0.31,
the Go-To-Avoid-Losing face (M = 103.38, SD = 42.62), B =-32.4, SE = 4.16, p < .001,
=-0.67, and the No-Go-To-Avoid-Losing face (M =78.54,SD =52.51), B=57.9, SE=4.16,p
<.001, B =1.2. Moreover, the No-Go-To-Avoid-Losing face was evaluated the least positive,
and in addition to differing from the Go-To-Win face the evaluation of this face differed
significantly from the Go-To-Avoid-Losing face, B = 25.5, SE =4.16, p <.001, B =0.53,
and the No-Go-To-Win face, B =-42.7, SE = 4.16, p <.001, B =-0.89. Finally, there was a
significant difference between the Go-To-Avoid-Losing and No-Go-To-Win face, B =-17.3,
SE=4.16, p<.001, B =-0.36.
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Discussion

Our individual-participants meta-analysis shows that combining action and valence leads to
additive effects on subjective values. That is, actions matter over and above consequences;
this finding was most robust in the conditions in which participants avoided punishments
(rather than attained rewards) through action or inaction.

The current research investigated how actions and inactions, and their associated
consequences, influence subjective values of faces. In line with our preregistered
hypotheses, we find consistent evidence for action—valence asymmetries during learning.
After replicating the action—valence asymmetry in learning for fractals (Guitart-Masip et
al., 2012), we found evidence that action—valence asymmetries in learning generalize to
faces. Thus, we demonstrated that action—valence asymmetries extend to meaningful
social stimuli. Importantly, and as preregistered, the action—valence asymmetry observed
during learning transfers into effects on subjective values of faces. We showed that there
is an interplay between the effects of actions and reward in shaping impressions of faces:
Combining action with reward during learning led to the most positive impressions, while
combining inaction with avoiding punishment during learning led to the least positive
impressions.

We started off with the question whether (in)actions would still influence impressions
of other people’s faces when combined with affective consequences of reward and
punishment. Thus, an important question raised by the current findings is whether the
effects can be explained by the (frequency of) mere affective consequences (reward
or punishment) with the faces. The most robust and convincing evidence against this
explanation—and in favor of an explanation pointing to the role of (in)actions amplifying
effects of affective consequences—can be found in the two avoiding punishment conditions
(Go-To-Avoid-Losing and No-Go-To-Avoid-Losing). Here, we observed that (in)actions
matter over and above punishment in forming impressions: Go-To-Avoid-Losing faces are
evaluated more positively than No-Go-To-Avoid-Losing faces (except for White—Dutch
faces in Experiment 2.4, although the pattern is in the expected direction) and Go-To-
Avoid-Losing faces are chosen more in the Value-Based Decision Task (‘Go-To-Avoid-Losing
vs No-Go-To-Avoid-Losing’ choice pair). In these two conditions participants learned the
outcome contingencies approximately equally well in the Reinforcement Learning (RL)
task (we do not find evidence for a difference in learning between these two conditions),
meaning that they were exposed to similar face—punishment relations in both conditions.
The frequency of punishments and faces cannot explain these results, but additive effects
of (in)actions in learning can: (In)actions matter over and above the effect of punishment
signals. In other words, there appears to be something special about punishing people for
acting on faces, above and beyond the punishment signal itself. This amplified negativity
of the action—punishment combination may be attributed to a hard-wired Pavlovian bias
(Guitart-Masip, Duzel, et al., 2014). This bias during learning aids people to quickly learn to
prevent actions to punishment-related stimuli (e.g., touching a flame). This bias may also
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be responsible for making these faces evaluated particularly negatively, which may further
help people to prevent acting when they are confronted with these faces.

There are two potential psychological mechanisms underlying these additive effects of
action and valence. Why are No-Go-To-Avoid-Losing faces evaluated the most negatively?
One explanation is a low-level explanation, where avoidance of punishment is negative
input, and inaction is also intrinsically negative input, resulting in an additive effect. Another
explanation is a high-level inference explanation, where people have learned that No-
Go-To-Avoid-Losing situations are particularly aversive. These might represent extreme
negative situations in the ecological context, leading to overgeneralization such that the
faces presented in this context are evaluated especially negatively. Future research could
focus on gaining a better understanding of the underlying psychological mechanisms.

Absence of Evidence for Intergroup Differences

In the RL task, participants learned to respond or not respond to images of ingroup or
outgroup members to obtain rewards or avoid punishments. We were interested in
exploring differences in the action—valence asymmetry between ingroup and outgroup
faces. We find evidence that the action—valence asymmetry in learning generalizes to
both ingroup and outgroup faces to the same degree. One potential explanation for
this null result is that the RL task stimulated individuation: Each individual was coupled
with one specific RL condition. In doing so, participants learn (in)action outcome
contingencies about one specific individual, and generalization to group membership is
less valuable—i.e., it might lead to lower task performance. Similarly, prior studies have
shown that individuation may reduce the activation of group stereotypes or category-
based information (e.g., Rubinstein et al., 2018; Wheeler & Fiske, 2005), which in turn
may decrease the likelihood of finding effects of group membership on performance.

To further investigate possible intergroup effects, future research could adapt the paradigm
to the social category level instead of the individual level.

Implications

The findings of the current research have both theoretical and practical implications. On
a theoretical level, this research is among the first to show evidence that inactions lead to
less positive impressions than actions, over and above the effect of punishment signals.
This has implications for the approach—avoidance literature. Similar to approach—avoidance
research, we found that approach actions (Go-To-Win) led to more positive impressions
of faces than avoidance actions (Go-To-Avoid-Losing; e.g., Kawakami et al., 2007; Phills et
al., 2011; Slepian et al., 2012; Woud et al., 2013). However, note that as we manipulated
outcomes instead of mere actions (c.f. Kawakami et al., 2007), more positive evaluations
of the win faces compared to the lose faces is not necessarily an effect of the approach
or avoidance action, but can also be explained by the mere co-occurrence of a reward
or punishment with the face. Importantly, within the approach context (win conditions),
action (Go-To-Win) leads to more positive impressions than inaction (No-Go-To-Win).
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Similarly, within the avoidance context (avoid losing conditions), inaction (No-Go-To-Avoid-
Losing) leads to more negative impressions than action (Go-To-Avoid-Losing). These latter
findings demonstrate that approach—avoidance effects manipulated via the outcomes of
instrumental (in)actions can be strengthened by aligning (in)actions with consequences.

On a practical level, the most evident practical implication is that when someone aims
to positively influence impressions of individuals, it is most effective to combine actions
with rewards. Moreover, on a more distal level, this research may have implications for
the effectiveness of intergroup contact (Allport, 1954). It may help to inform under what
circumstances it may or may not be effective in changing impressions on the group level.
First, our research is in line with a large body of research that suggests that positive
contact is an important precondition for better intergroup relations. In our study, although
somewhat removed from real social interactions, we show causal evidence that actions
with rewarding consequences create positive impressions (Go-To-Win). Second, our
research gives some indication why negative contact is particularly damning (which is what
prior correlational research shows, Aberson & Gaffney, 2009). In our study, when actions
were punished (i.e., as happened in the No-Go-To-Avoid-Losing condition), this caused the
least positive impression (even more so when inactions were punished; as in Go-To-Avoid-
Losing). Thus, we speculate there is a strong, distinct aversion to being punished after
performing actions: The same punishment may have a bigger impact when it follows an
action (e.g., reaching out to an underrepresented group member) than when it follows an
inaction (e.g., ignoring an underrepresented group member). Joining other recent insights
on action and inaction in intergroup contexts (Allidina & Cunningham, 2021), the present
work further suggests why negative contact is particularly problematic.

Outstanding Questions

There are several outstanding questions. First, our experimental design does not allow
for generalizing effects to other faces than the faces used in the paradigm. Therefore, it is
unknown whether the findings in the current research generalize to other Moroccan—Dutch
or White—Dutch male faces, or to the social group in general (including among others
women and children). An intergroup contact intervention is more effective if a positive
impression generalizes to the group level. Therefore, future research could focus on the
generalizability of the effect.

Second, our experimental design is not suitable for investigating long-term effects. Based
on the current research it is unknown whether the effects are lasting. Future research
could investigate the longevity of the effects.

Third, in this research we reduce social interactions to two essential components, i.e.,
(in)actions and consequences. In doing so, it is not clear whether the effects work out
the same way in richer contexts, such as real social interactions. It could be the case, for
example, that monetary consequences cannot fully substitute for social consequences,
such as receiving smiles (Schmitz et al., 2020). Future research could investigate the effects
in a more ecologically valid context.
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Strengths and Limitations

The present research has several strengths. Our preregistered, theory-driven research
revealed robust effects and new insights: The action—valence asymmetry in learning
generalizes to different social groups and affects impressions. We show the latter for two
measures, i.e., preferences and explicit evaluations, suggesting robustness of our results
on different measures. The current research also has limitations. Although the research
has high internal validity due to the controlled experimental set-up, this set-up also has its
downsides. First, we used student samples so the findings cannot be directly generalized
to other populations. Since the aim of the present research project is to gain fundamental
insights (and not to generalize to the population level), we deemed it justified to collect
data from a homogenous population. Second, this experimental work was conducted in a
controlled environment and not in real-life situations which limits the external validity. Our
operationalization of social interactions (action and inactions to win or avoid punishment)
is very abstract and thus different from real-world social interactions. Consequently, the
findings of this study cannot be generalized to actual social interactions. Future work can
examine whether similar effects occur in situations with high ecological validity. Additionally,
it is possible that this detachment from actual social interactions and/or individuation in
the task prevented the occurrence of any intergroup effects. Finally, although we have
ideas about the underlying psychological processes, we do not know how participants
experience and interpret the tasks because we did not inquire about it.

Conclusion

Taken together, in the current research, we demonstrate that action—valence asymmetries
during learning translate to additive effects on impression formation: Combining action
with reward leads to the most positive impressions, while combining inaction with avoid
punishment leads to the least positive impression. Moreover, we demonstrate that inactions
lead to less positive impressions than actions, when the consequences are kept similar. This
finding was most robust for the consequence of avoiding punishment. Generally, these
findings provide new insights in the role of inactions in person perception. We suggest that
impressions can best be changed by aligning (in)actions with consequences.
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Table 2.1 Table 2.2

Participant Characteristics Experiment 2.2 Participant Characteristics Experiment 2.3

Ethnicity Frequency Ethnicity Frequency
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German 15 German 7
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Lithuanian 1
Luxemburg 1
Russian 1
South Asian Indian 1
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Thai 1
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CHAPTER 3 | INSTRUMENTAL LEARNING SHAPES SOCIAL CATEGORY EVALUATIONS AND EMOTION RECOGNITION

Recognizing emotional expressions is important for successful social interactions.
Prior research has demonstrated that emotion recognition is influenced by evaluative
associations people have with different social categories. Here, we systematically
investigate whether reinforcement learning can modify social category biases in
emotion recognition. Previous research has shown that reinforcement learning
is a promising method for altering evaluative associations. In Experiment 3.1 (N =
40), we replicated that the Happy Face Advantage is influenced by social category
membership. People were faster at recognizing happiness as happiness than anger
as anger for White—Dutch faces, while no difference was found for Moroccan—
Dutch faces. In Experiments 3.2-3.3 (N = 144), we used a reinforcement learning
go/no-go task, in which people learned to act to images of Moroccan—Dutch
faces to obtain rewards and to not act to images of White—Dutch faces to avoid
punishments before participating in the emotion recognition task. Results show that
reinforcement learning influences emotion recognition. Instead of the commonly
observed interaction effect between social category and expression valence (e.g.,
in Experiment 3.1 and previous work), we consistently found a main effect of
valence on emotion recognition. These findings suggest that aligning (in)actions
with rewards/punishments changes emotion recognition.

Keywords: emotion recognition, facial expressions, prejudice, social categorization,
instrumental learning
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In everyday life, it is important to recognize emotional expressions of others. Through
emotional expressions, people can show how they feel about specific situations,
demonstrating their strong communicative function. For example, happiness indicates to
others that they can approach, while anger may signal that others are better off keeping
their distance (Adams et al., 2006; Marsh et al., 2005). The ease with which emotional
expressions are recognized is important for successful social interactions (Erickson &
Schulkin, 2003). For example, people who are better at recognizing emotional expressions
tend to exhibit more prosocial behaviors (Marsh et al., 2007), manage conflicts at work
more effectively (Coté & Miners, 2006), and experience greater satisfaction in romantic
relationships (Yoo & Noyes, 2016). Importantly, however, the ease with which emotional
expressions are recognized is biased, e.g., by information on social categories available
from faces (e.g., Elfenbein & Ambady, 2002; Hugenberg & Bodenhausen, 2003). Since
emotion recognition is an important building block of social interactions, the present
research explores whether biases in emotion recognition can be changed.

In general, people are faster at recognizing positive emotional expressions than negative
emotional expressions (Leppanen & Hietanen, 2004), a phenomenon called the Happy
Face Advantage (HFA). Previous research, for example, shows that people are faster at
recognizing happiness than anger (Hugdahletal., 1993), sadness (Crews & Harrison, 1994),
disgust (Stalans & Wedding, 1985), or neutral faces (Hugdahl et al., 1993). Moreover,
there is ample evidence that the HFA is influenced by social information available from a
face, such as the social category to which a face belongs. This occurs for a wide range of
social categories. That is, previous research finds a larger HFA for faces of women than
men (Becker et al., 2007; Craig & Lipp, 2017; Hugenberg & Sczesny, 2006), White males
than Black males (Craig, Koch, et al., 2017; Hugenberg, 2005; Lipp et al., 2015), White—
Dutch faces than Moroccan—Dutch faces (Bijlstra et al., 2010), and young than old men
(Bijlstra, Kleverwal, et al., 2019; Craig & Lipp, 2018a). Taken together, previous research
has reliably shown an interaction between social category—ranging from different ethnic
groups, ages, and genders—and valence of the expression on emotion recognition (see
S3.1 for an overview).

While there is abundant evidence that social category affects the HFA, an important
question is what mechanisms are at play. One prominent account in the literature
is the evaluative congruence account (e.g., Bijlstra et al., 2010; Craig, Zhang, et al.,,
2017; Hugenberg, 2005; Hugenberg & Sczesny, 2006). This account suggests that the
recognition of emotional expressions is facilitated or inhibited by evaluative social
category associations. Relatively more positive associations facilitate the recognition of
positive emotional expressions, whereas relatively more negative associations inhibit the
recognition of positive emotional expressions. For example, finding an HFA for White—
Dutch faces but not for Moroccan—Dutch faces suggests more positive associative
evaluations for White—Dutch than Moroccan—Dutch faces. Moreover, Hugenberg and
Bodenhausen (2003) demonstrated that participants’ evaluative associations with Black
and White faces relate to the ease with which anger is perceived (for a similar finding
related to stereotype associations, see also Bijlstra et al., 2014). In favor of this account,
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new evidence is accumulating that the magnitude of the HFA not only depends on the
social information available from a face, but also on whether the social category of
the face is an ingroup for participants (Martin et al., 2024; Tipples, 2023b), suggesting
that positive evaluative associations related to ingroup faces influence the HFA. Thus,
evaluative associations related to the social category of a face, relative to the other
social category present, seem to facilitate or inhibit the recognition of positive emotional
expressions.

People continuously learn about others through interactions with the world (e.g.,
Heyes, 1994; Olsson & Phelps, 2007). Therefore, these evaluative associations may be
malleable. For example, consistent with this line of reasoning, previous research has
demonstrated that evaluative associations of social categories can be modified through
mere approach or avoidance behaviors (Kawakami et al., 2007). Literature on changing
evaluative associations linked to social categories and its consequence for emotion
recognition is absent. However, recently, attention has been devoted to the influence of
behavioral information about unfamiliar individuals on emotion recognition (Lindeberg
et al., 2019). Across two experiments, neutral White faces alongside positive or negative
behavioral information about this specific individual were introduced. Subsequently,
to test participants’ memory, participants were asked to categorize whether an
individual did something bad or good and received feedback for their decisions. Finally,
participants were asked to recognize happy and angry emotional expressions of these
same individuals. Findings indicated that associating new and unfamiliar individuals with
positive or negative behaviors resulted in a larger HFA for individuals associated with
positive information than negative information. This provides a first indication that new
evaluative associations of individuals can be learned, and that they can subsequently
alter the HFA. Whether it is possible to influence evaluative associations of existing
social categories using learning processes, and consequently affect emotion recognition
remains unclear.

In their experiments, Lindeberg and colleagues (2019) used reinforcement learning
to test participants’” memory of which individual is ‘bad’ or ‘good’. That is, participants
were asked to categorize individuals by the behavioral information and receive feedback
(correct or wrong) for their action decisions. Reinforcement learning is a form of learning
in which an individual’s responses lead to outcomes depending on that response that
are perceived as rewarding or punishing. In many reinforcement learning studies,
individuals learn through trial-and-error, where the outcomes of their responses shape
the responses toward an optimized response schedule (Sutton & Barto, 2018). Recent
suggestions indicate that reinforcement learning is a promising strategy not only for
shaping newly formed evaluative associations at the individual level but also for altering
existing evaluative associations with social categories (Amodio, 2019; Amodio & Cikara,
2021). Therefore, we propose that the key to alter the HFA of existing social categories
may also be found in these reinforcement learning processes.

There is surprisingly little research on how reinforcement learning affects evaluative
associations related to social categories. Some recent work indicates that reinforcement
learning affects impression formation for novel non-existing social categories (Allidina &
Cunningham, 2021; Hackel, Kogon, et al., 2022) and existing social categories (Traast et
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al., 2024). Interestingly, these effects can be maximized when consequences align with
(in)action decisions (Liu et al., 2025; van Lent et al., 2025). For example, van Lent and
colleagues (2025) show that linking individual faces with actions and rewards during
learning led to the most positive evaluative impressions, while linking individual faces
with inactions and punishment avoidance during learning led to the least positive
evaluative impressions. Thus, on an individual level, evaluative impressions are most
strongly influenced when rewards and punishments are aligned with actions and
inactions. Given that evaluative associations may underlie impressions, we believe that
aligning consequences with (in)actions during learning can shape evaluative associations
of social categories.

Here, we investigate whether reinforcement learning affects the recognition of positive
and negative emotional expressions. We use reinforcement learning to influence the
ease with which emotional expressions are recognized of two social categories: White—
Dutch and Moroccan—Dutch faces. In light of existing negative evaluative associations
related to Moroccan—Dutch social category members (Verkuyten & Zarembe, 2005), we
aim to positively influence evaluative associations linked to Moroccan—Dutch faces and
negatively influence evaluative associations linked to White—Dutch faces. These become
visible when recognizing emotional expressions: We explore whether recognizing positive
emotional expressions as positive for Moroccan—Dutch faces (compared to recognizing
negative emotional expressions as negative) is facilitated and recognizing positive
emotional expressions as positive for White—Dutch faces (compared to recognizing
negative emotional expressions as negative) is hindered.

The Present Research

In the current research, we investigate in three experiments how reinforcement learning
shapes the HFA. First, in Experiment 3.1, we attempt to replicate whether social category
membership moderates the HFA employing a direct replication of Bijlstra and colleagues
(2010, Experiment 1). We chose Moroccan—Dutch faces because, in the Netherlands, the
Moroccan—Dutch community is one of the most negatively prejudiced social categories
(Verkuyten & Zarembe, 2005). We predict an HFA for White—Dutch faces and no HFA
for Moroccan—Dutch faces. Second, to modify evaluative associations within the social
categories, we introduce a reinforcement learning task (Guitart-Masip et al., 2012) in
Experiments 3.2—-3.3 before participants perform the emotion recognition task. Thus,
from Experiment 3.2 onwards, we investigate our main research question of how
reinforcement learning shapes the HFA. In the reinforcement learning task, we link
Moroccan—Dutch faces to action and reward, as this led to the most positive evaluative
impressions in previous research (van Lent et al., 2025). Conversely, we link White—Dutch
faces to inaction and punishment avoidance, as this led to the least positive evaluative
impressions. In doing so, we aim to maximally modify evaluative associations in favor of
Moroccan—Dutch social category members. In Experiments 3.2 and 3.3, we will replicate
the procedure from Experiment 3.1 and incorporate the reinforcement learning task
before the emotion recognition task.
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Subsequently, we will test whether the standard interaction between social category and
valence of the expression vanishes or even reverses.

We report all manipulations, measures, and exclusions in these studies. All data, scripts,
and analysis code are available via: https://osf.io/38qdk/. Stimulus materials are available
upon request via www.rafd.nl. Data were analyzed using R (v4.3.1; R Core Team, 2023) and
the packages afex (v1.3.0; Singmann et al., 2023), tidyverse (v2.0.0; Wickham et al., 2019),
emmeans (v1.8.9; Van Lenth, 2023), Ime4 (v1.1.34; Bates et al., 2015), parallel (v4.3.1; R
Core Team, 2023), HLMdiag (v0.5.0; Loy & Hofmann, 2014), car (v3.1.2; Fox & Weisberg,
2019), ImerTest (v3.1.3; Kuznetsova et al., 2017), DescTools (v0.99.50; Signorell, 2023),
Rmisc (v1.5.1; Hope, 2022), ggpubr (v0.6.0; Kassambara, 2023) and patchwork (v1.1.2;
Pedersen, 2024). The study design, planned sample size, inclusion/exclusion criteria and
planned analyses of all experiments were preregistered at the Open Science Framework
(Experiment 3.1: https://osf.io/mn523, Experiment 3.2: https://osf.io/9x46w, Experiment
3.3: https://osfio/kd6yx). The Ethics Committee Social Sciences at Radboud University
approved this study (ECSW-2023-070).

In Experiment 3.1, we aimed to replicate whether social category membership moderates
the HFA (Bijlstra et al., 2010, Experiment 1). That is, participants performed a speeded
recognition task with happy and angry White—Dutch and Moroccan—Dutch male faces,
and we expect an interaction between the social category of a face (White—Dutch or
Moroccan—Dutch) and the valence of the emotional expression (positive or negative) on
emotion recognition speed. More specifically, we predict a larger HFA for White—Dutch
than Moroccan—Dutch faces.

Method
Sample Size Justification

An a priori power analysis using summary-statistics-based power analysis (Murayama
et al., 2022) indicated that 20 participants were sufficient to find the interaction effect
between social category and expression valence (power = .80, alpha = .05), given the
data of four experiments (Bijlstra et al., 2010, Experiment 1; Bijlstra, Holland, et al.,,
2019, Experiment 2; Bijlstra, Kleverwal, et al., 2019; Hugenberg, 2005, Experiment 1).
For this calculation, we used the average t statistic (4.12) and average sample size (N =

13 Although it would be the most optimal design, we decided to avoid using a between-participants design that
introduced the reinforcement learning task as a manipulation and no learning task as a control condition. A
sample size calculation showed that this approach would require 2000 participants to detect the three-way
interaction, which we deemed neither feasible (costs around 15,000 euros) nor ethical given the resources
involved, and the benefits of conducting such a study did not outweigh the costs involved.
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32.5). However, we decided to be conservative and collected data from 40 participants.
Participants were rewarded €5 or 0.5 credit point for participating.

Participants

In total, 40 Radboud University students participated (M__=23.9, SD,,.=6.9,19-60 years
old, 75% women, 25% men, 70% Dutch, 25% German, 5% Belglan) In all experiments,
participants were recruited via the Radboud Research Participation System (Sona Systems,
https://www.sona-systems.com) and we explicitly recruited participants who grew up
in The Netherlands, Germany, or Belgium and who identified with the accompanying
ethnicity (i.e., Dutch, German, or Belgian). In doing so, we aimed to create the intergroup
context: The White—Dutch faces reflected the ingroup and the Moroccan—Dutch faces
were the outgroup for participants. The appearance of the White—Dutch faces is very
similar to faces from Belgium or Germany.

Materials and Procedure

Emotion Recognition Task.

Upon entering the lab, participants provided consent by signing the informed consent
form. Next, we employed a speeded recognition task (e.g., Bijlstra et al., 2010; Hugenberg,
2005) and instructed participants that it was their task to recognize pictures of faces based
on their emotional expression (angry or happy) as quickly and accurately as possible. The
happy and angry faces used in the task were taken from the Radboud Faces Database
(RaFD; Langner et al., 2010; frontal images of actors: 03, 05, 07, 09, 10, 15, 20, 21, 23, 24,
29,30, 33, 35, 36, 38,45, 46,47,48, 49,50, 51,52, 53, 54,55, 59, 60, 67, 68,69, 70,71, 72,
and 73, see Figure 3.1 for example stimuli). The task consisted of two experimental blocks
of 72 trials (18 happy White—Dutch faces, 18 happy Moroccan—Dutch faces, 18 angry
White—Dutch faces, and 18 angry Moroccan—Dutch faces). The faces were randomized
within each block. Each trial started with a fixation cross presented for 1000 ms followed
by a White—Dutch or Moroccan—Dutch face expressing either anger or happiness for
200 ms. In all blocks, participants were asked to recognize the emotional expression as
either angry or happy by pressing the “A” or “L” key. Participants’ response time is our
main measure of interest. To closely adhere to the original paradigm by Bijlstra et al.
(2010), the order of response mapping was counterbalanced within participants. Before
each block, participants took part in eight practice trials to get familiarized with the task
(using different faces than the ones used in the experimental trials). Upon finishing the
experiment, participants were asked to fill in their demographics (i.e., age, gender and
ethnicity). The task lasted approximately 20 minutes and was programmed using Inquisit
(Inquisit 6, 2022).
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Figure 3.1
Examples of Happy and Angry faces

Note. Example of angry Moroccan—Dutch face (top left), happy
Moroccan—Dutch (top right), angry White—Dutch face (bottom
left) and happy White—Dutch face (bottom right).

Confirmatory Analyses

Emotion Recognition Task.

The response time needed to recognize emotional expressions served as the main
dependent variable. As preregistered and similar to Bijlstra and colleagues (2010), we
performed all confirmatory analyses on log-transformed response times due to the right-
skewed distribution. To determine differences in response time needed to recognize
happy and angry expressions between White—Dutch and Moroccan—Dutch faces, we
conducted a linear mixed model. This model included the within-participant factors social
category (White—Dutch/Moroccan—Dutch) and expression valence (positive/negative).
Moreover, this model included a random intercept of stimulus and participant as well as
random slopes for social category and expression valence for participant. All models have
a maximal random-effects structure (Barr et al., 2013) and all fixed effects were coded
using sum-to-zero contrasts.*

1 To give more insight into the data and for the sake of completeness, we report additional exploratory analyses
for all experiments in S3.2. Here, we have also included alternative ways of analyzing the data that were
recommended by a reviewer.

66



INSTRUMENTAL LEARNING SHAPES SOCIAL CATEGORY EVALUATIONS AND EMOTION RECOGNITION | CHAPTER 3

Results

Confirmatory Analyses

Emotion Recognition Task. As preregistered and similar to Bijlstra and colleagues (2010),
we excluded incorrect trials (8.21%) and response times below 200 ms (0.07%). In line with
our preregistered hypothesis, there was a significant interaction between social category
and expression valence on response time, B = 0.007, SE = 0.003, £(1,27.97) =4.78, p =
.037,95% CI [0.001, 0.01]. As expected, responses to happy emotional expressions (M =
480, SD = 38) were faster than responses to angry emotional expressions (M = 487, SD =
31) when displayed by White—Dutch faces, B =0.02, SE =0.01, p = .035. No difference was
found between response times to happy (M = 490, SD = 26) and angry (M = 486, SD = 31)
emotional expressions displayed by Moroccan—Dutch faces, B = -0.008, SE = 0.009, p =
.385 (see Figure 3.3 and 3.4). For the sake of completeness, responses to happy emotional
expressions were faster when displayed by White—Dutch than Moroccan—Dutch faces, B
=-0.25, SE =0.009, p =.008, but there was no significant difference for angry emotional
expressions, B = 0.004, SE = 0.009, p = .684. Although not hypothesized, there was no
significant main effect of social category, B = -0.005, SE = 0.003, F(1,26.80) = 2.87, p =
.102, 95% CI [-0.01, 0.001], and expression valence, B = 0.003, SE = 0.003, F(1,29.50)
=0.86, p = .361, 95% Cl [-0.003, 0.01] on response time. Taken together, we replicated
influences of social category on the HFA.

Discussion

Consistent with prior research (e.g., Bijlstra et al., 2010; Hugenberg, 2005; Lipp et al,,
2015), we found evidence that social category membership moderates the HFA. That is, we
find evidence that the HFA is present for White—Dutch faces, but not for Moroccan—Dutch
faces. By replicating social category influences on the HFA, we provide further evidence
that evaluative associations of social categories affect the speed of emotion recognition.
This paves the way for the main purpose of this research: Investigating whether the effect
found in Experiment 3.1 can be modified by reinforcement learning processes.

In Experiment 3.2, we aimed to investigate whether the HFA for Moroccan—Dutch and
White—Dutch faces can be modified through reinforcement learning. We expected an
interaction between the social category of the face (White—Dutch or Moroccan—Dutch)
and the valence of the expression (positive or negative) on participants’ response time
needed to recognize emotional expressions. However, different from what was observed
in Experiment 3.1, we expect an HFA for Moroccan—Dutch faces, and a smaller, reversed,
or no HFA for White—Dutch faces. Lastly, as manipulation check, we measured explicit
evaluations. If reinforcement learning affects evaluative associations, this is expected to
be reflected in explicit evaluations. We expected participants’ evaluation of faces to be
more positive for Moroccan—Dutch faces than White—Dutch faces.
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Method
Sample Size Justification

An a priori power analysis using simr (Green & Macleod, 2016) indicated that 72
participants were sufficient to find an interaction between social category and expression
valence (power =.80, alpha =.05) given the data of Experiment 3.1 (B=0.007). Participants
were rewarded 7.5 euro or 0.75 credit point for participating and could earn a bonus
based on their performance in the Reinforcement Learning Go/No-Go Task (RL GNG Task;
up to €3).

Participants

After recruiting 72 participants, we excluded two participants according to our
preregistered exclusion criteria. One was excluded because she had a non-Dutch cultural
background (Irish) and one because she performed the same action choice (e.g., always
press the same key) more than or equal to 90% of the time in at least one of the four
blocks of the RL GNG Task. Additionally, we excluded one participant who did not finish
the experiment. We resampled the number of excluded participants to again reach a
sample size of 72 (Mage =20.8, SDage = 3.5, 18-40 years old, 79.17% women, 20.83% men,
84.72% Dutch, 15.28% German).

Materials and Procedure

Our aim was to investigate whether the HFA for in- and outgroup faces can be modified
through reinforcement learning. To that end, we included a RL GNG Task before the
speeded emotion recognition task in Experiment 3.2.

Reinforcement Learning Go/No-Go Task.

To modify evaluative associations of social categories, we asked participants to first
participate in a reinforcement learning task, aiming to positively change evaluative
associations of Moroccan—Dutch faces and negatively change evaluative associations of
White—Dutch faces, before participating in the emotion recognition task. After providing
consent, participants were asked to fill in their demographics (i.e., age, gender, and
ethnicity). The procedure of the RL GNG Task was adapted from Guitart-Masip and
colleagues (2012; see also van Lent et al., 2025). Participants were shown pictures of
fractals and faces of different categories. Each category required a specific response: Either
go (press the spacebar) or no-go (do not press). Each response also led to a reward (i.e.,
gain one point), a neutral outcome (i.e., neither gain nor loss), or a punishment (i.e., lose
one point). In total, there were four different categories: For two they could win points by
either go (Go-To-Win) or no-go (No-Go-To-Win) and for two they could avoid losing points
by either go (Go-To-Avoid-Losing) or no-go (No-Go-To-Avoid-Losing).

Based on the (in)action, participants received feedback. This feedback was probabilistic: If
participants performed the correct action (e.g., pressed the spacebar when the category of
the object on the picture required a ‘go’ response), they received a reward (for Go-To-Win
and No-Go-To-Win) or a neutral outcome (for Go-To-Avoid-Losing and No-Go-To-Avoid-
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Losing) in 80% of the trails. This means that 20% of the correct trials resulted in a neutral
outcome (for Go-To-Win and No-Go-To-Win) or punishment (for Go-To-Avoid-Losing and
No-Go-To-Avoid-Losing). Feedback was probabilistic to ensure learning was more like real-
life learning, the task was not too easy, and, in addition, partial reinforcement is more
resistant to extinction. For every participant, pictures of neutral Moroccan—Dutch faces
were linked to the Go-To-Win condition and pictures of neutral White—Dutch faces were
linked to the No-Go-To-Avoid-Losing condition. This was done because previous research
(van Lent et al., 2025) has shown that those conditions were the most effective in changing
evaluative associations: Go-To-Win the most positive and No-Go-To-Avoid-Losing the least
positive. The remaining two conditions, No-Go-To-Win and Go-To-Avoid-Losing, were linked
to pictures of either orange or blue fractals. Although we are not necessarily interested
in the No-Go-To-Win and Go-To-Avoid-Losing conditions, we decided to include them in
the design to make the task less obvious and thereby aim to minimize social desirability
influences. The fractals were adapted from Mathét et al. (2015).

Finally, for each category, participants had to learn trial and error based on the feedback
what the best response is. Thus, the optimal response (go/no-go) for each category was
not instructed and had to be discovered based on the feedback. Trial and error learning
is an important component of reinforcement learning, as it makes the learning active.
Participants also learned that after completion of the task, the points would be converted
toamonetary bonusranging from Oto 3 euro. In this way, learning was made consequential
to stimulate the learning process. More specifically and unbeknownst to participants,
participants with scores of O or below 0 points gained O euro bonus, participants with
scores ranging between 1 and 30 gained 1 euro bonus, participants with scores ranging
between 31 and 60 gained 2 euro bonus and participants with scores higher than 60
gained 3 euro bonus (M =32.18,SD__ =20.39; M, =1.55,5D,  =0.67).

points points bonus bonus

Each trial started with presenting one picture for 1500 ms and during presentation
participants either had to press the spacebar (go) or withhold from pressing (no-go).
There were five pictures linked to each condition: Five neutral Moroccan—Dutch faces,
five neutral White—Dutch faces, five orange fractals, and five blue fractals. These pictures
were kept constant throughout all trials. Moroccan—Dutch and White—Dutch faces were
randomly selected per participant out of a list of 18 faces. After participants chose the
action, they received feedback for 2000 ms. They either received a reward (upwards
pointing green arrow), a punishment (downwards pointing red arrow) or a neutral
outcome (yellow bar). Each trial ended with an inter-trial interval (ITl) that varied from
1000 ms to 1750 ms in steps of 150 ms (see Figure 3.2 for an overview).

In total, the task included four categories (each including five pictures) with 60 trials per
category resulting in 240 trials. After every 60 trials (15 trials per RL condition; Go-To-
Win, No-Go-To-Win, Go-To-Avoid-Losing, No-Go-To-Avoid-Losing), participants had a 20
second break. The trials within the blocks were randomized. Before starting the task,
participants took part in 10 practice trials per condition to get familiarized with the task
(using different pictures than the ones used in the actual RL GNG Task).
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Emotion Recognition Task.
The emotion recognition task remained the same as in Experiment 3.1.

Explicit Evaluation Task.

Lastly, participants were asked to judge all 36 neutral faces on a 200-point scale (0 = very
negative, 200 = very positive). The order of the faces was randomized per participant.
Ratings were made using a slider; its starting position was always at 100 by default
(neither positive nor negative). In total, all three tasks lasted approximately 45 minutes
and participants were paid according to their performance. The task was programmed
using PsychoPy (Peirce et al., 2019).

Figure 3.2

Overview of the Reinforcement Learning Go/No-go Task
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Note. Each trial started with the presentation of a face or fractal and was followed by response-
dependent feedback. Rewards, punishments, and neutral outcomes were visualized by upwards
green arrows, downwards red arrows and yellow bars, respectively.
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Confirmatory Analyses

Emotion Recognition Task.
The analyses of the emotion recognition task were identical to Experiment 3.1.

Explicit Evaluation Task.

To determine whether there is a difference in how the faces are evaluated, we conducted
a linear mixed effects model. The model included the within-participant factor social
category (Moroccan—Dutch and White—Dutch) and a random intercept of participant as
well as a random slope for social category.’®> Moreover, a random intercept of stimulus
was included.

Results
Confirmatory Analyses

Emotion Recognition Task.

As preregistered and similar to Bijlstra and colleagues (2010), we excluded incorrect
trials (8.25%) and response times below 200 ms (0.77%). In contrast to our preregistered
hypothesis, there was no significant interaction between social category and expression
valence on response time, B = 0.004, SE = 0.003, £(1,54.12) = 1.63, p = .208, 95% ClI
[-0.002, 0.011]. There was no significant main effect of social category on response
time, B =-0.004, SE = 0.003, F(1,56.82) = 1.07, p =.305, 95% CI [-0.01, 0.003]. There was,
however, a significant main effect of expression valence on response time, B = 0.01, SE
=0.003, F(1,57.65) = 10.63, p = .002, 95% Cl [0.005, 0.018], suggesting an overall HFA.
Responses to happy emotional expressions (M =422, SD = 37) were faster than responses
to angry emotional expressions (M = 432, SD = 43) (see Figure 3.3 and 3.4).

Although we did not find an interaction between social category and expression valence
on response time, we did zoom in on the response time differences within each social
category for the sake of completeness. Responses to happy emotional expressions (M =
418, SD = 26) were faster than responses to angry emotional expressions (M =431, SD =
38) when displayed by White—Dutch faces, B=0.03, SE =0.01, p =.001. Although response
times to happy emotional expressions were numerically faster (M = 426, SD = 44) than
response times to angry emotional expressions (M = 433, SD = 49) when displayed by
Moroccan—Dutch faces, this difference was not significant, B =0.014, SE =0.01, p = .175.
Moreover, for the sake of completeness, there was no significant difference between
White—Dutch and Moroccan—Dutch faces for happy emotional expressions, B =-0.02, SE
=0.01, p =.099, and angry emotional expressions, B = 0.002, SE = 0.01, p = .853. Taken
together, although not in the expected direction, the data pattern changed compared to
what was found in Experiment 3.1.

¥ The random slope for social category was by mistake not preregistered. However, we deemed it more correct
to include the random slope for social category and therefore we included it. The results with and without the
random slope are the same.
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Explicit Evaluation Task.

In line with our preregistered hypothesis, there was a significant main effect of social
category on explicit evaluation, B =-4.25, SE = 1.83, F(1,49.66) = 5.41, p = .024, 95% ClI
[-7.83,-0.67] (see Figure 3.5). Moroccan—Dutch faces (M = 102.07, SD = 10.56) were more
positively evaluated than White—Dutch faces (M =93.57, SD = 10.56).

Exploratory Analyses

Emotion Recognition Task.

We explored whether response latencies differed over the course of the experiment, to
see whether any influences of the RL GNG Task are present at first, but extinct over time.
To do this, we analyzed block 1 and block 2 separately.

Block 1.

In block 1, there was no significant interaction between social category and expression
valence on response time, B=0.003, SE=0.004, F(1,52.44)=0.66, p=.421,95% CI [-0.005,
0.012], and no significant main effect of social category on response time, B =-0.002, SE =
0.004, F(1,55.66)=0.31, p=.580,95% CI [-0.011, 0.006]. There was a significant main effect
ofexpressionvalenceonresponsetime, B=0.02,SE=0.005, F(1,68.96)=14.35,p<.001,95%
Cl1[0.009, 0.028], suggesting an overall HFA. Responses to happy emotional expressions (M
=409, SD=40)werefasterthanresponsestoangryemotional expressions (M=428,5SD=55).
Again, we zoomed in on the response time differences per emotion within each social
category for the sake of completeness. Responses to happy emotional expressions (M =
408, SD = 32) were faster than responses to angry emotional expressions (M =427, SD =
51) when displayed by White—Dutch faces, B = 0.04, SE = 0.01, p < .001, and responses
to happy emotional expressions (M =411, SD = 48) where faster than responses to angry
emotional expressions (M =429, SD = 59) when displayed by Moroccan—Dutch faces, B =
0.03, SE =0.01, p = .016. Moreover, there was no significant difference between White—
Dutch and Moroccan—Dutch faces for happy emotional expressions, B =-0.01, SE = 0.01,
p =.323, and angry emotional expressions, B =0.002, SE = 0.01, p = .871 (see Figure 3.3).

Block 2.

In block 2, there was no significant interaction between social category and expression
valence on response time, B = 0.006, SE = 0.045, £(1,53.95) = 1.59, p = .213, 95% ClI
[-0.003, 0.014], no significant main effect of social category on response time, B =-0.004,
SE = 0.004, F(1,43.42) = 1.39, p = .244, 95% CI [-0.012, 0.003] and no significant main
effect of expression valence on response time, B = 0.003, SE = 0.004, £(1,56.89) =0.62, p
=.436, 95% CI [-0.005, 0.013] (see Figure 3.3).
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Discussion

In Experiment 3.2, we did not find the preregistered interaction between social category
and valence of the expression on emotion recognition (note that we expected a reserved-
shaped interaction). We, however, did find a main effect of valence of the expression,
signaling an overall HFA. As preregistered, we found that participants’ explicit evaluation
of faces was more positive for Moroccan—Dutch faces than for White—Dutch faces.

Our findings suggest that being subjected to a reinforcement learning task adjusted
the HFA. That is, after the reinforcement learning task, we did not find evidence for the
standard interaction between social category and valence of the expression on emotion
recognition. Instead, participants showed an overall HFA. Additionally, our data suggest
participants hold a more positive explicit evaluation of Moroccan—Dutch faces than
White—Dutch faces. Thus, these results suggest that evaluative associations of social
categories are malleable with reinforcement learning, but that these effects are not as
strong as expected. It seems to be very hard to negatively affect evaluative associations of
ingroup faces with reinforcement learning.

After exploring the data, it seems that an overall HFA was only present in the first block.
Counterbalancing the keys after the first block seems to disrupt the impact of learning in
the reinforcement learning task on emotion recognition. To further investigate whether
learning in the reinforcement learning task affects emotion recognition, we decided to
replicate Experiment 3.2, but to counterbalance the order of response mapping between
participants in Experiment 3.3 instead of within participants.

Experiment 3.3 consisted of only one experimental block (144 trials) to test the influence
of reinforcement learning on emotion recognition. Based on the results of Experiment
3.2, we changed our hypothesis for the emotion recognition task. We expected a main
effect of expression valence on participants’ response time needed to recognize emotional
expressions. Moreover, regarding the explicit evaluations, our hypothesis remained the
same: We expected that participants’ evaluation of faces is more positive for Moroccan—
Dutch faces than White—Dutch faces.
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Method
Sample Size Justification

An a priori power analysis using simr (Green & MaclLeod, 2016) indicated that 35
participants were sufficient to find a main effect of expression valence (power = 0.80, alpha
=.05) given the main effect of expression valence in block 1 of Experiment 3.2 (B = 0.02).
We decided to collect 72 participants, as the power analysis for Experiment 3.2 indicated
that this number was necessary to detect an interaction effect between social category
and expression valence. To reduce the risk of a type Il error, we recruited 72 participants,
ensuring a power of 0.95 to detect the main effect of expression valence.

Participants

Afterrecruiting 72 participants, we excluded one participant according to our preregistered
exclusion criteria. This participant had to be excluded because she performed the same
action choice (e.g., always press the same key) more than or equal to 90% of the time in
at least one of the four blocks of the RL GNG Task. We resampled the number of excluded
participants to again reach a sample size of 72 (/\/Iage =20.51, 5D, =2.94, 18-32 years
old, 87.5% women, 12.5% men, 77.78% Dutch, 20.83% German, 1.39% Dutch/German).

Materials and Procedure

The setup of the experiment was the same as Experiment 3.2. The only difference was that
the order of the response mapping in the emotion recognition task was counterbalanced
between participants, thereby removing the break. As this is a short task (10-15 minutes),
we thought a break was not necessary. In the RL GNG Task participants again gained
money (M . =36.46, SD s = 1917, M, =1.65 5D, = 0.73).

poi ints

Confirmatory Analyses

The confirmatory analyses were the same as in Experiment 3.2.
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Results
Confirmatory Analyses

Emotion Recognition Task.

As preregistered and similar to Experiments 3.1 and 3.2, we excluded incorrect trials
(7.19%) and response times below 200 ms (0.44%). In line with our preregistered
hypothesis, there was a significant main effect of expression valence on response time,
B =0.01, SE = 0.004, F(1,81.88) = 6.50, p = .013, 95% Cl [0.003, 0.019], suggesting an
overall HFA. Responses to happy emotional expressions (M = 433, SD = 31) were faster
than responses to angry emotional expressions (M = 442, SD = 30). Again, there was
no significant interaction between social category and expression valence on response
time, B = 0.003, SE = 0.004, F(1,53.62) = 1.23, p = .272, 95% Cl [-0.003, 0.010]. There
was no significant main effect of social category on response time, B =-0.001, SE = 0.003,
F(1,55.62) =0.21, p = .647, 95% CI [-0.008, 0.005].

Although we did not find an interaction between social category and expression valence
on response time, as was also the case in Experiment 3.2, we zoomed in on the response
differences per emotion within each social category for the sake of completeness.
Responses to happy emotional expressions (M = 431, SD = 29) were faster than responses
to angry emotional expressions (M =442, SD = 30) when displayed by White—Dutch faces,
B = 0.03, SE = 0.01, p = .007. Although response times to happy emotional expressions
were numerically faster (M = 435, SD = 33) than response times to angry emotional
expressions (M =443, SD = 31) when displayed by Moroccan—Dutch faces, this difference
was not significant, B=0.015, SE=0.01, p =.161. Finally, there was no significant difference
between White—Dutch and Moroccan—Dutch faces for happy emotional expressions, B =
-0.01, SE =0.01, p =.266, and angry emotional expressions, B = 0.004, SE =0.01, p = .655
(see Figure 3.3 and 3.4).16

¥ For completeness, and despite being severely underpowered for this analysis, we compared Experiment 3.1
with Experiments 3.2—-3.3 (see S$3.2). This analysis revealed no significant three-way interaction between social
category, expression valence, and experiment on response time, indicating that there is no evidence that the
interaction between social category and expression valence differs between Experiment 3.1 and Experiments
3.2-3.3. Given the required sample size (see Footnote 13), this finding is not unexpected.
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Figure 3.3
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Note. Mean response time in each of the conditions. Error bars reflect within-participants standard
errors around those means.
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Figure 3.4

Forest Plot Emotion Recognition Task
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Note. Effect sizes of the interaction between social category and expression valence on response
time for each experiment, including the original experiment by Bijlstra and colleagues (2010). A
significant interaction effect was observed in Bijlstra and colleagues (2010) and Experiment 3.1, but
not in Experiments 3.2 or 3.3. Error bars reflect confidence intervals around the effect size.

Explicit Evaluation Task.

In contrast to our preregistered hypothesis, there was no significant main effect of social
category on explicit evaluation, B =-3.50, SE = 1.84, F(1,44.79) = 3.63, p = .063, 95%
Cl [-7.10, 0.09] (see Figure 3.5). Although not significant, Moroccan—Dutch faces (M =
100.92, SD =9.07) were numerically more positively evaluated than White—Dutch faces
(M =93.92, 5D =9.07).
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Figure 3.5

Results Explicit Evaluation Task
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Note. Mean evaluation of the face for each social category. Error bars reflect within-participants
standard errors around those means.

Discussion

In Experiment 3.3 (and in line with results from Experiment 3.2), we found the
preregistered main effect of valence of the expression on participants’ response time
needed to recognize emotional expressions, signaling an overall HFA. Contrary to our
preregistered hypothesis, we did not find that participants’ explicit evaluation of faces
was more positive for Moroccan—Dutch faces compared to White—Dutch faces.

Based on these findings, we cautiously conclude that being subjected to a reinforcement
learning task adjusted the HFA in the expected direction. That is, participants showed an
overall HFA. These results suggest that evaluative associations of social categories are
malleable with reinforcement learning, and that this affects emotion recognition.
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The current research explored whether reinforcement learning influences the HFA. We
first replicated the commonly observed moderation effect of social categories on the HFA
(Bijlstra et al., 2010; see also Becker et al., 2007; Bijlstra, Kleverwal, et al., 2019; Craig,
Koch, et al., 2017; Craig & Lipp, 2017, 2018a; Hugenberg, 2005; Hugenberg & Sczesny,
2006; Lipp et al., 2015). That is, we observed an HFA for White—Dutch faces and not for
Moroccan—Dutch faces. Conducting this replication is important because if we do not
find the original effect, attempting to influence it would be futile. Moreover, evaluative
associations can change over time (Charlesworth & Banaji, 2019), and given that the
original paper is 15 years old (Bijlstra et al., 2010), it is crucial to verify that the evaluative
associations remain as expected in the current context.

Second, and importantly, our results suggest that reinforcement learning alters this
differential effect of the HFA for different social categories. After participating in a
reinforcement learning task, in which we linked Moroccan—Dutch faces to actions and
rewards and White—Dutch faces to inactions and punishment avoidance, we no longer
find evidence for the moderation effect of a face’s social category on the HFA. Instead, we
consistently show a main effect of the valence of the expression, such that responses to
happy faces were faster than responses to angry faces, regardless of the social category
of the face (White—Dutch or Moroccan—Dutch). This suggests that emotion recognition of
existing social categories can be influenced by reinforcement learning.

These findings provide further support for the idea that evaluative social category
associations are underlying HFA effects, i.e., the evaluative congruence account (e.g.,
Bijlstra et al., 2010; Hugenberg, 2005). Support for this account now comes from
several sources. First, previous research shows that when evaluative associations are
more accessible, people need less input to recognize evaluative consistent emotional
expressions (Hugenberg & Bodenhausen, 2003). Second, Lindeberg and colleagues (2019)
demonstrated the possibility of creating new evaluative associations for individual faces,
influencing the HFA for these faces. Finally, the present research suggests that evaluative
associations of existing social categories are malleable by a reinforcement learning task
known to modify evaluative associations (Liu et al., 2025; van Lent et al., 2025), affecting
subsequent emotion recognition. Together, these studies provide converging evidence
for the idea that evaluative associations underlie the moderation of the HFA by social
category membership of the target.

Initially, in Experiment 3.2, we expected reinforcement learning to affect both the HFA
of White—Dutch and Moroccan—Dutch faces. In this, we expected an HFA for Moroccan—
Dutch faces, and a smaller, reversal, or no HFA for White—Dutch faces. In two experiments,
we found no evidence for this and observed an overall HFA instead. Apparently, it is very
difficult to change learned positive evaluative associations people have with ingroup
faces. Why would this be the case? One probable explanation is that people have a long
learning history with ingroup faces. These are the faces people encounter most often.
The longer the learning history, the stronger the evaluative association (Sherman, 1996).
In addition, people prefer familiar faces (Zajonc, 1968), or new faces that look similar
to previously seen ones (Zebrowitz et al., 2008), probably resulting in a more positive
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evaluative association for ingroup members. A complementary motivational explanation
is that people strive to maintain a positive image of their ingroup (Tajfel & Turner, 1979;
see also Tajfel, 1982). This may have contributed to the difficulty of making evaluative
associations less positive. Overall, it seems that the learned positive associations with
ingroup faces are either very strong, or people are highly motivated to maintain a
positive view of ingroup faces, or a combination of both. As a result, our computerized
reinforcement learning task may not be powerful enough to change these learned or
strongly motivated evaluative associations.

Instead of the reversed pattern of the often-observed interaction effect, we found
consistent evidence for a general HFA. However, zooming in on the specific contrasts,
there was no significant difference in response times for happy and angry faces among
Moroccan—Dutch faces, while response times to happy faces were numerically faster than
response times to angry faces. So, although the moderation of the HFA by social category
membership appears to be statistically changed by reinforcement learning, the effects of
reinforcement learning seem not that strong. Future research could investigate whether
amplifying the effects of reinforcement learning, such as by increasing the number of
learning trials, results in stronger effects on emotion recognition. In line with this idea, we
found in Experiment 3.2 that the reinforcement learning task is initially effective, but after
a short pause during which we swap the keys to recognize emotional expressions, the HFA
pattern changes back to its original pattern. It seems that by inserting a pause in which
we switch keys, we disrupt the effects of reinforcement learning on emotion recognition.
One possible explanation is that task switching undermines the newly learned evaluative
associations and thereby old associations come back to the fore more strongly (see
Walther et al., 2019 for an overview of the impact of responses on attitudes).

Implications

The findings of the current research have both theoretical and practical implications.
At the theoretical level, this research is the first to show that reinforcement learning
affects emotion perception in members of different social categories. That is, we show
that learning to act to Moroccan—Dutch faces to obtain rewards and learning to not
act to White—Dutch faces to avoid punishments affects emotion perception on the
category level. Importantly, we show that the effect of reinforcement learning processes
generalizes from neutral to emotional expressions: People learn about neutral emotional
expressions during the reinforcement learning task, and the learning effects translate to
different response times for happy and angry emotional expressions. Moreover, learning
also generalizes to new faces that were not present in the reinforcement learning task:
People learn about five faces during the reinforcement learning task, and these learning
effects translate to new and unfamiliar faces (13 faces) from the same social category
when recognizing emotional expressions.

At a more practical level, our findings further highlight the importance of positive contact
situations for reducing prejudice (Allport, 1954; Paolini et al., 2024; Pettigrew & Tropp,
2006). While previous research suggests that the absence of contact can perpetuate
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negative evaluative associations (Allidina & Cunningham, 2021), the current study, on the
other hand, adds to the large body of literature by demonstrating that positive contact
may lead to more positive evaluative associations. Specifically, the reinforcement learning
task we used can be seen as an abstract version of contact (or no contact) with a social
category. Here, contact (depicted as go action decisions) that results in rewards seems to
positively affect evaluative associations of outgroup members. That being said, monetary
rewards are very different from rewards in everyday social interactions. Future research
could investigate whether this effect persists in a more ecologically valid context when
more social rewards, such as receiving smiles, are used.

Strengths and Limitations

The present research has important strengths. All experiments are preregistered, we
included a replication study, and the analysis strategies used are relatively new in the
literature on recognizing emotional expressions. This research also introduces theoretical
advancements in the reinforcement learning literature, specifically in the area of aligning
consequences with (in)actions decisions (i.e., action—valence asymmetries in learning).
While most research in this area focuses on understanding these action—valence
asymmetries itself (Guitart-Masip, Duzel, et al., 2014; Guitart-Masip et al., 2012), our
research examines the outcomes of these learning processes for emotion recognition. To
date, only a few studies have explored the consequences of action—valence asymmetries
in learning. For example, Liu and colleagues (2025) investigated its impact on food
choice, and van Lent and colleagues (2025) examined its effects on individual impression
formation. Here, we demonstrate for the first time that action—valence asymmetries in
learning influence perceptions of social categories, and that these effects generalize to
targets that participants did not learn about.

The current research also has its limitations. Most importantly, we did not test in a
between-participant design whether the HFA of Moroccan—Dutch faces statistically
differed after being subjected to the reinforcement learning task or not. We deliberately
chose the current design without a control condition because including one led to a
sample size that was far too large (N = 2000). However, we consistently provide novel
evidence for a general HFA after participants conducted the reinforcement learning task.

Moreover, this experimental work was conducted in a controlled lab environment and
not in real-life situations, limiting the external validity. Next, due to the experimental
design in Experiments 3.2—3.3, the results obtained in the Explicit Evaluation Task are
not as informative; it is unknown whether the difference in explicit evaluations can be
attributed to other factors, such as demand characteristics. Additionally, we cannot
exclude the possibility that the speed of emotion recognition might be influenced by
other factors (such as the architecture of the face itself; Becker et al., 2007) besides
the underlying evaluative associations related to social categories. Furthermore, there
may be more optimal ways to analyze response time data, and future research could
benefit from applying such alternative approaches (Tipples, 2022, 2023a; see also S3.2).
Finally, it is unknown whether the absence of a HFA predicts discrimination in the real
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world. Therefore, the exact implications of a changed HFA pattern remain unclear. Future
research could investigate whether HFA has predictive value for discriminatory behavior.

Conclusion

Taken together, our results suggest that reinforcement learning affects evaluative
associations, influencing subsequent emotion recognition: Combining actions with rewards
for Moroccan—Dutch faces and combining inactions with avoidance of punishments
for White—Dutch faces adjusted the HFA pattern. Since a large body of literature has
consistently shown social category influences on the HFA—more negative evaluative
associations lead to slower recognition of positive emotional expressions as positive—it
is striking that we were able to adjust emotion recognition using a basic learning task.
These findings provide new insights in the role of learning mechanisms to change emotion
recognition. Our results suggest that aligning actions with rewards changes evaluative
associations of outgroup members, consequently affecting emotion recognition.

We thank Thijs Verwijmeren from Radboud University for helping with programming
Experiments 3.2-3.3. We thank Erik van den Berge from Radboud University for helping
with color adjustments to the fractal stimuli in Experiments 3.2-3.3. We thank Andrea
van Langerak, Céline Epars, and Indy Slagmeulen from Radboud University for helping
with data collection. We thank members of the BRACE lab group and RSCL lab group from
Radboud University for useful discussions.

82



INSTRUMENTAL LEARNING SHAPES SOCIAL CATEGORY EVALUATIONS AND EMOTION RECOGNITION | CHAPTER 3

$3.1: Overview Table Social Category Moderation of the HFA

Table 3.1 Social Category Moderation of the HFA Across Key Studies

Authors and Experiment

Participants

Moderating Category on HFA
(larger HFA > smaller HFA)

Becker et al. (2007) N =38 Gender

Experiment 2 (female > male)

Becker et al. (2007) N=21 Gender

Experiment 4 (female > male)

Bijlstra et al. (2010) N =42 Ethnicity (White—Dutch >
Experiment 1 Moroccan—Dutch)

Bijlstra et al. (2010) N=78 Gender (female > male)
Experiment 2

Bijlstra, Kleverwal, et al. (2019) N =60 Age

Experiment 1 (young male > old male)
Craig and Lipp (2017) N =30 Gender (female > male)
Experiment 1

Craig and Lipp (2018a) N =32 Age

Experiment 1 (young male > old male)
Craig and Lipp (2018a) N =28 Age (young male > old male)
Experiment 2

Craig and Lipp (2018b) N =35 Gender (female > male)
Experiment 1a

Craig and Lipp (2018b) N =35 Ethnicity (White targets > Black
Experiment 1a targets)

Craig and Lipp (2018b) N =66 Gender (female > male)
Experiment 1b

Craig, Koch, et al. (2017) N =29 Ethnicity (White males > Black
Experiment 1 males)

Craig, Koch, et al. (2017) N =29 Gender (female > male)

Experiment 1
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$3.1: Overview Table Social Category Moderation of the HFA

Table 3.1 Social Category Moderation of the HFA Across Key Studies

Authors and Experiment

Participants

Moderating Category on HFA
(larger HFA > smaller HFA)

Hugenberg (2005) N =20 Ethnicity (White males > Black
Experiment 1 males)

Hugenberg (2005) N =40 Ethnicity (White males > Black
Experiment 2 males)

Hugenberg and Sczesny (2006) N =80 Gender (female > male)
Experiment 1

Hugenberg and Sczesny (2006) N=77 Gender (female > male)
Experiment 2

Lipp et al. (2015) N =29 Ethnicity (White males > Black
Experiment 1 males)

Lipp et al. (2015) N =26 Ethnicity (White males > Black
Experiment 2 males)

Stebbins and Vanous (2015) N =45 Gender (female > male)

Experiment 1

Note. This table presents a moderation effect of different social categories on the HFA.
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$3.2: Additional Exploratory Analyses
Number of Errors in the Emotion Categorization Task

The number of errors participants made when categorizing angry and happy expressions
served as the dependent variable (1 = wrong, 0 = correct). To determine differences in
the number of errors when categorizing happy and angry expressions between White—
Dutch and Moroccan—Dutch faces, we conducted a binomial generalized linear mixed
model. This model included the within-participant factors social category (White—Dutch/
Moroccan—Dutch) and expression valence (positive/negative). Moreover, this model
included a random intercept of stimulus and participant as well as random slopes for
social category and expression valence for participant.

Experiment 3.1.

There was a significant interaction between social category and expression valence on the
number of errors, B = 0.19, SE = 0.06, x?(14) = 7.79, p = .005, 95% CI [0.04, 0.33]. There
were more errors in responses to happy emotional expressions (M =0.09, SD = 0.05) than
in responses to angry emotional expressions (M = 0.06, SD = 0.06) when displayed by
Moroccan—Dutch faces, B = -0.44, SE = 0.15, p = .003. No difference was found between
the number of errors to happy (M = 0.08, SD = 0.07) and angry (M = 0.09, SD = 0.07)
emotional expressions displayed by White—Dutch faces, B = 0.32, SE = 0.19, p = .089.
For the sake of completeness, there were more errors in responses to angry emotional
expressions when displayed by White—Dutch than Moroccan—Dutch faces, B =0.42, SE =
0.16, p = .01, there were more errors in responses to happy emotional expressions when
displayed by Moroccan—Dutch than White—Dutch faces, B = -0.34, SE = 0.16, p = .031.
There was no significant main effect of social category on number of errors, B = 0.02,
SE =0.05, ¥(14) = 0.09, p = .764, 95% Cl [-0.11, 0.14], and no significant main effect of
expression valence on number of errors, B =-0.03, SE = 0.06, ¥?(14) = 0.4, p =.521, 95% Cl
[-0.16, 0.08] (see Table 3.2).

Experiment 3.2.

There was no significant interaction between social category and expression valence on
the number of errors, B =0.05, SE = 0.06, x°(14) = 0.76, p = .383, 95% CI [-0.06, 0.19], no
significant main effect of social category on the number of errors, B =-0.005, SE = 0.06,
X°(14) =0.01, p = .934, 95% CI [-0.12, 0.12], and no significant main effect of expression
valence on the number of errors, B =-0.09, SE =0.06, x(14) = 2.30, p =.129, 95% CI [-0.22,
0.03] (see Table 3.2).

Experiment 3.3.

There was no significant interaction between social category and expression valence
on number of errors, B = 0.1, SE = 0.05, x¥*(14) = 2.87, p = .09, 95% ClI [-0.01, 0.21], no
significant main effect of social category on number of errors, B =-0.002, SE = 0.05, x?(14)
=0.001, p=.971,95% Cl [-0.11, 0.11], and no significant main effect of expression valence
on number of errors, B =-0.13, SE = 0.07, x3(14) = 3.27, p = .07, 95% Cl [-0.27,0.01] (see
Table 3.2).
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Table 3.2
Mean and Standard Deviations (in Parentheses) for Proportion of Errors

Experiment 3.1 Experiment 3.2 Experiment 3.3
Happy Angry Happy Angry Happy Angry

Moroccan—Dutch 0.09 0.06 0.09 0.07 0.08 0.07
(0.05) (0.06) (0.06) (0.05) (0.07) (0.08)

White—Dutch 0.08 0.09 0.08 0.08 0.07 0.08
(0.07) (0.07) (0.05) (0.06) (0.09) (0.09)

Reinforcement Learning Go/No-go Task

We ran four separate intercept only models (one for each condition) to identify whether
participants performed above chance level. This model included a random intercept of
participant. P-values were determined with 95% confidence intervals using likelihood
profiling.

Experiment 3.2.

In all RL conditions, participants performed significantly above chance level. That is,
participants performed significantly above chance level in the Go-To-Win RL Condition (M
=0.77,5D=0.28), B=1.87, SE =0.30, p < .05,95% Cl [1.27, 2.49], Go-To-Avoid-Losing RL
Condition (M =0.78, SD =0.14), B=1.43, SE =0.11, p < .05, 95% Cl [1.21, 1.64], No-Go-
To-Win RL Condition (M =0.68,SD =0.27), B=1.04, SE =0.26, p < .05, 95% CI [0.53, 1.55]
and No-Go-To-Avoid-Losing RL condition (M =0.73,5SD=0.16), B=1.14, SE =0.10, p < .05,
95% CI [0.94, 1.34]. This indicates that participants learned the optimal response in each
RL condition above chance level.

Experiment 3.3.

In all RL conditions, participants performed significantly above chance level. That is,
participants performed significantly above chance level in the Go-To-Win RL Condition
(M=0.78, SD =0.21), B=1.74, SE = 0.19, p < .05, 95% CI [1.38, 2.13], Go-To-Avoid RL
Condition (M =0.81, SD =0.12), B=1.60, SE = 0.09, p < .05, 95% CI [1.43, 1.79], No-Go-
To-Win RL Condition (M =0.71, 5D =0.23),B=1.34,SE=0.22, p<.05,95% CI [0.91, 1.78],
and No-Go-To-Avoid-Losing RL condition (M =0.76, SD =0.13), B=1.23, SE =0.08, p < .05,
95% CI [1.06, 1.40]. This indicates that participants learned the optimal response in each
RL condition above chance level.

Differences Between Trained and Untrained Faces in RL GNG Task

To investigate whether there are differences in emotion recognition between trained and
untrained faces in the RL GNG Task, we conducted a linear mixed model. This model
included the within-participant factors social category (White—Dutch/Moroccan—Dutch),
expression valence (positive/negative), and training (trained/untrained). Moreover, this
model included a random intercept of stimulus and participant as well as random slopes
for social category, expression valence, and training for participant and random slope
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for social category, expression valence, and training for participant and random slope
for training for stimulus. The response time needed to categorize emotional expressions
served as the main dependent variable.

Experiment 3.2.

There was no significant three-way interaction between social category, expression
valence, and training on response time, B = 0.006, SE = 0.003, £(1,43.63) = 3.19, p = .081.
We do not find evidence that the interaction between social category and expression
valence is different for trained versus untrained faces.

Experiment 3.3.

There was no significant three-way interaction between social category, expression
valence, and training on response time, B =-0.002, SE = 0.003, F(1,41.02) =0.58, p = .452.
We do not find evidence that the interaction between social category and expression
valence is different for trained versus untrained faces.

Although the three-way interaction for Experiment 3.2 was not significant, we conducted
follow-up analyses. These analyses show that for trained faces (5 faces), there was a
significant interaction between social category and expression valence on response time,
B = 0.05, SE = 0.019, p = .007. For untrained faces (13 faces), there was no significant
interaction between social category and expression valence on response time, B = 0.006,
SE = 0.018, p = .734. However, a major limitation is the low number of trials per cell
involving trained faces (i.e., 10 trials per cell), whereas the untrained faces have 26 trials
per cell. Since our power analysis was based on 36 trials per cell, the current number
of 10 trials per cell is insufficient. Consequently, we have serious doubts about the
robustness of this finding and prefer not to draw any conclusions from the data at this
stage. This doubt is further reinforced by the fact that we clearly do not observe a three-
way interaction in Experiment 3.3.

Comparing Emotion Recognition Between Experiments

For completeness, and although we are underpowered for this analysis, we analyzed
all three datasets together, in which we compared Experiment 3.1 versus Experiments
3.2 and 3.3 combined. There was no significant three-way interaction between social
category, expression valence and experiment on response time, B = 0.003, SE = 0.004,
F(2,49.54) = 0.41, p = .664. We do not find evidence that the interaction between social
category and expression valence is different for Experiment 3.1 versus Experiments 3.2
and 3.3.

Moreover, we combined the datasets of Experiments 3.2—3.3 and found a significant main
effect of expression valence on response time, B = 0.01, SE = 0.003, F(1,89.43)=11.62, p
<.001, 95% CI [0.01, 0.02]. Responses to happy emotional expressions were faster than
responses to angry emotional expressions when displayed by White—Dutch faces, B =
0.03, SE =0.008, p < .001. For Moroccan—Dutch faces, this difference was not significant,
B=0.01, SE=0.009, p = .108.
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Finally, we analyzed data of block 1 of Experiment 3.2 and Experiment 3.3 and found a
significant main effect of expression valence on response time, B = 0.015, SE = 0.004,
F(1,105.19) = 16.71, p < .001, 95% CI [0.01, 0.02]. Responses to happy emotional
expressions were faster than responses to angry emotional expressions when displayed
by White—Dutch, B = 0.04, SE = 0.01, p <.001, and Moroccan—Dutch faces, B = 0.03, SE =
0.009, p = .016.

Robustness Checks

In Figure 3.1 Supplemental Materials, we have plotted alternative approaches to analyze
the response time data as robustness check. These analyses were executed on top of our
preregistered confirmatory analyses to assess whether the (absence of) the interaction
between social category and expression valence on response time is robust across
different analytic strategies. Figure 3.1 Supplemental Materials displays the effect sizes
including confidence intervals for each analytic strategy (on the y-axis) per experiment.
We combined the data from the original study (Bijlstra et al., 2010) and Experiment 3.1
to increase statistical power. In this combined dataset, four out of five analysis strategies
revealed a significantinteraction effect, demonstrating robustness of the interaction. These
findings align with our hypothesis, as we expected an interaction effect. Experiment 3.2
yielded mixed results: Three out of five analyses indicated a significant interaction effect,
despite our expectation of no such effect. This is not entirely surprising, as the interaction
pattern re-emerges in Block 2 of Experiment 3.2. Importantly, in Experiment 3.3—our
most rigorous test of the effects of the RL GNG training—all five analyses consistently
found no significant interaction effect. This provides robust evidence supporting the
absence of the effect.

Figure 3.1 Supplemental Materials
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Note. Effect sizes of the interaction between social category and expression valence on response
time for different analyses strategies for each experiment, including the original experiment by
Bijlstra and colleagues (2010). Error bars reflect confidence intervals around the effect size.
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Abstract

How do discriminatory decisions come about? To arrive at a decision, people create
a set of options they consider relevant to the decision, such as whom to hire,
which is called the consideration set. Across four preregistered experiments (N,
= 1600, UK participants), we systematically investigated whether (1) individuals
from advantaged versus marginalized social groups (group-based values) and
(2) individuals with higher competency (individual-based values) are more likely
to enter the consideration set, even when values are not relevant for decisions.
In Experiments 4.2—4.4, although group-based values did successfully transfer
to evaluations (Experiment 4.2) and preferences (Experiment 4.4), they did not
influence consideration sets. In Experiments 4.1-4.3, however, we robustly show
that the higher the individual-based value of a person, the more likely the person
is to be considered. We conclude that, even when the value is irrelevant to the
decision at hand, individual-based values influence consideration sets.

Keywords: reinforcement learning, value-based decision making, prejudice,
stereotypes, discrimination

Open Science Practices: 0 Open Data, Open Materials, o Preregistered

92



INSTRUMENTAL LEARNING SHAPES CONSIDERATION SETS AND PREFERENCES | CHAPTER 4

Introduction

Eventhough self-reported levels of prejudice have decreased in recent years (Charlesworth
& Banaji, 2019, 2022), discrimination in decision making remains widespread. For
example, recent research indicates unfair and unequal treatment in hiring (Quillian & Lee,
2023), housing (Auspurg et al., 2019), and judicial decisions (Galvan et al., 2024). Although
people tend to endorse equal treatment, discrimination continues to exist in their actions
(Dovidio & Gaertner, 2000). To better understand the roots of biased decision making, it
is essential to gain insight into the decision-making processes that lead to discriminatory
outcomes. Here, we systematically examine how biases influence the pre-decision phase;
that is, we investigate who people consider before they make a decision.

When making a decision, such as whom to promote in an organization, people often
cannot evaluate all available choice options due to time constraints and cognitive
limitations (Krajbich et al., 2010; Oeberst & Imhoff, 2023; Simon, 1955), and therefore
only evaluate a few options from all possibilities. That is, before they make a decision,
people construct a consideration set out of all possible choice options (Howard & Sheth,
1969). Such a consideration set is a collection of choice options stored in working memory.
Being included in the consideration set is a prerequisite for selection (Morris et al., 2021).
As a result, if a choice option is not considered, this choice option will automatically not
be chosen. Given that people cannot consider every possible choice option due to time
and cognitive limitations, how do people construct this consideration set?

Recent research demonstrates that the construction of this consideration set depends on
the value associated with the different choice options. Choice options with higher value
(i.e., that are initially preferred more) have a higher probability of being considered than
options with lower value (Morris et al., 2021), suggesting that biases affect the options
people consider choosing from. Morris and colleagues (2021) demonstrate this through
both correlational and experimental designs. Importantly, this holds even when the
value of the options is irrelevant to the decision at hand. For example, this work showed
dishes with a high subjective value have a higher probability of being considered, even
in situations where this dish is not appropriate (e.g., a pizza enters the consideration set
even when someone just had dental surgery and cannot chew; see also Posavac et al,,
1997). Taken together, this suggests that positively valued choice options do come to
mind more readily than negatively valued choice options.

In the current studies, we investigate consideration set construction in social decision
making to determine whether this perspective can aid in understanding discrimination
in decision making. That is, when making decisions about people (e.g., whom to give
a promotion to), some people may be associated with higher value (i.e., are preferred
more) than others based on an irrelevant criterion such as their social group membership
or attractiveness. For example, people generally prefer ingroup members over outgroup
members (Ratner et al., 2014), a preference reflected in brain regions linked to reward
and value processing (Van Bavel et al., 2008). Similarly, people generally prefer attractive
people over unattractive people (Dion et al., 1972; Griffin & Langlois, 2006). Based on
earlier studies (Morris et al., 2021; Posavac et al., 1997), we predict that individuals from
more negatively valued social groups have a smaller chance to enter consideration sets

93




CHAPTER 4 | INSTRUMENTAL LEARNING SHAPES CONSIDERATION SETS AND PREFERENCES

than individuals from more positively valued social groups, and for that reason alone, are
already less likely to be selected.

When constructing a consideration set, value can be derived from several sources.
First, as described above, value can be derived from someone’s social category or
group membership (i.e., group-based values; Fiske & Neuberg, 1990). Second, when
deriving value, people can also individuate or subtype. Instead of relying on prejudicial
or stereotypical information, people then derive value from the individual level (i.e.,
individual-based values), e.g., someone’s characteristics or behaviors. People may use
both social category and individual information to construct their consideration set, with
various factors determining the value of each. For example, highly diagnostic individuating
information decreases reliance on stereotypical information (Rubinstein et al., 2018), and
willingness and ableness to devote cognitive resources to individuate decreases reliance
on categorical information (Fiske et al., 2018). Here, we investigate the interplay between
group-based and individual-based values on the consideration set. For example, with equal
individual-based values, do people consider individuals from the advantaged social groups
more than individuals from marginalized social groups?

The Present Research

We investigate in four experiments?” whether individual-based and group-based values
influence the construction of one’s consideration set. In Experiment 4.1, we conduct a
conceptual replication of Morris and colleagues (2021, Experiments 4—6), to investigate
whether their findings generalize to decision making about people. Here, we investigate
whether individuals with higher individual-based values have a higher probability of
being considered than those with lower individual-based values. In Experiments 4.2—-4.3,
we combine both individual-based and group-based values and investigate how the
combination of these values influences the construction of one’s consideration set. Finally,
in Experiment 4.4, we single out group-based values and investigate whether individuals
with higher group-based values have a higher probability of being considered than those
with lower group-based values.

7 We conducted five experiments but report only four. We prematurely stopped data collection for Experiment
4.0 and, therefore, do not report its results (see S4.1).
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Transparency and Openness

We report how we determined our sample size, all data exclusions, all manipulations, and
all measures in the study, and we follow JARS (Kazak, 2018). All data, analysis code, and
research materials are available via:
https://osf.io/m3z7g/?view_only=dbc4ba2321e34777840f061fa3ffe249.

Data were analyzed using R (v4.3.1; R Core Team, 2023) and the packages tidyverse
(v2.0.0; Wickham et al., 2019), cowplot (v1.1.3; Wilke, 2024), Rmisc (v1.5.1; Hope,
2022), Ime4 (v1.1.34; Bates et al., 2015), afex (v1.3.0; Singmann et al., 2023), pbkrtest
(v0.5.2; Halekoh & Hgjsgaard, 2014), emmeans (v.1.8.9; Van Lenth, 2023) and parallel
(v4.3.1.; R Core Team, 2023). All experiments were preregistered

(Experiment 4.1: https://osf.io/tpmjw/?view_only=037091fb0dc240c58a154222c08d07c1,
Experiment 4.2: https://osf.io/6zp7c/?view_only=207105080689412e9f3c90d3c6f332¢ee,
Experiment 4.3: https://osf.io/48rgw/?view_only=d8b54b2ed75b4b1b801cac6325cdd772,
Experiment 4.4: https://osf.io/et2x7/?view_only=5a9ee5d9a2a145ab8c03e7110c086742).

This research conforms to the light track procedure by the Ethics Committee Social
Sciences of Radboud University (ECSW-LT-2023-2-1-43965, ECSW-LT-2024-2-4-23310
and ECSW-LT-2024-11-7-21105).

Experiment 4.1

In Experiment 4.1, we investigate whether individuals with higher individual-based values
have a higher probability of being considered than those with lower individual-based
values.

Method
Sample Size Justification

The sample size of 400 was determined using G*Power (Faul et al., 2009). We decided to
use OR = 1.15 (a = .05, power = .80) as the theoretical minimum effect size of interest,
which is considered a small effect size.*® Thus, we decided to continue data collection
until we recruited 400 participants who met all pre-registered inclusion criteria (see 54.2;
we applied this procedure to all experiments). Participants were rewarded £1,50 for
participating and could earn more based on their performance (up to £0,5).

Participants

We recruited 501 participants and after exclusions (see S4.2), the sample size was 400
participants (Mage =39.11, SDage = 12.25, 18-64 years old, 208 women, 186 men, 3 non-
binary, 1 other, 2 skipped this question). In all experiments, we recruited UK participants
via Prolific.

18 We acknowledge that the G*Power power analysis does not match the mixed models analysis used. It served
as a rough estimate, with formal power analyses planned based on Experiment 4.1 for Experiments 4.2—4.3.
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Materials and Procedure

Consideration Set Task.

To investigate the influences of individual-based values on the consideration set, we
adapted the experimental procedure from Morris and colleagues (2021). Our experiment
consisted of an instruction, a learning, and a decision-making stage. First, in the instruction
stage, participants provided consent. Next, we instructed participants to imagine
themselves as a teacher who had to remember the performance of their eight students.
Participants were informed that each student was represented by an avatar and a name.
These avatars were created using https://avatarmaker.net/create-avatar and were matched
on attractiveness to avoid confounds. For the same purpose, unfamiliar names of equal
length and complexity were generated using ChatGPT (OpenAl, 2023; ‘Hastir’, ‘Linpon’,
‘Kailas’, ‘Marlit’, ‘Kimnol’, ‘Milgen’, ‘Plorin’, “Taknir’).

Second, in the learning stage, participants familiarized themselves with the students and
their values. Participants were asked to make consecutive choices between two students
and select the student with the highest performance level. On each trial, participants
were presented with two students and asked to choose one of them by pressing ‘W’ or
‘P’. After participants selected a student, the points associated with both students were
revealed. The performance level was indicated by points ranging from 1 to 8. The better
the performance, the more points. Points of their selected students were added up, and
the total points earned were visible to participants. After completing, the points would
be converted to a monetary bonus. The learning stage consisted of 56 trials. In the first
19 trials, participants could ask for a hint. By clicking the hint, both the students’ points
appeared. The combination of name, avatar, and performance level was randomized per
participant.

Next, during the decision-making stage, participants were asked a neutral question about
the eight students to enable them to construct a consideration set. That is, participants
were asked to come up with a name whose third letter comes late in the alphabet, with
better answers earning more money. There was no relationship between the values in the
learning stage and the decision-making stage, which was emphasized to the participants.
Note that this procedure allows us to assess whether a person with a higher individual
value has a higher probability to be considered, even under the condition where this
(performance) value is irrelevant to the question at hand. Participants had 25 seconds
to choose a name. Next, participants were asked to report which names they considered
while answering the question to measure their consideration set. Here, a picture of each
student was presented consecutively together with their name in random order, and
participants indicated whether this student came to mind as a candidate for the decision.
This was the main dependent variable. If participants use values to generate choice
options, they are more likely to consider names with high value from the learning stage
despite these values being irrelevant in the decision-making stage.

Finally, participants were asked to report their age and gender. The task lasted
approximately 13 minutes (see Figure 4.1 for an overview of the consideration set task).
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Figure 4.1
Overview of the Consideration Set Task

A: learning stage B: decision-making stage
Exp 1-3 Exp 4

Which name has

?’[1; the third letter
=1 latestin the
i

linpen taknir kailas alphabet?
o A
linpon taknir kailas
B: decision-making stage cont. C: preference stage
Did this name come to mind? Who do you find most positive?

YES taknir
YES
S a ﬁ

Note. (A) Learning stage in which participants are asked to make consecutive choices between two
students and select the student with the highest performance level (left panel) or to categorize which
student belongs to which group (right panel). (B) Decision-making stage in which participants are
first asked a neutral question about the eight students to enable them to construct a consideration
set, and then to indicate which students they considered. (C) Preference stage in which participants
are asked to decide which of the two students appears most positive to them at that moment (only
in Experiments 4.3-4.4).

Confirmatory Analyses

For all experiments, we used the same analysis strategy. That is, to determine whether
the student’s presence in the consideration set (yes or no) is influenced by individual-
based values (Experiments 4.1-4.3) and/or group-based values (Experiments 4.2—4.4),
we conducted binomial generalized linear mixed models with a maximal random-effects
structure (Barr et al., 2013; see S4.3 for exact model specifications).*®

¥ For Experiments 4.2-4.3, we corrected an incomplete preregistered random slope structure to ensure
maximal models and report them.
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Results & Discussion

Confirmatory Analyses

As preregistered, there was a significant positive linear effect of individual-based values
on presence in the consideration set, B = 0.18, SE = 0.03, x*(10) = 17.86, p < .001, 95% ClI
[0.13, 0.24], OR = 1.2. With each point increase in individual-based value, students were
1.2 times more likely to be considered (see Figure 4.2). Replicating Morris and colleagues
(2021), and in line with our preregistered hypothesis, we found evidence that individual-
based values positively influence presence in the consideration set.

Experiment 4.2

In Experiment 4.2, we investigate whether individuals with more positive group-based
values have a higher probability of being considered than those with more negative group-
based values. Secondly, we aimed to replicate that individuals with higher individual-based
values have a higher probability of being considered than those with lower individual-
based values.

Method
Sample Size Justification

The sample size was determined using a simulation-based power analysis with data from
Experiment 4.1. A total of 400 participants allowed us to detect a main effect of individual-
based values as small as B =0.7 (a = .05, power = .80). Participants were rewarded £1,20
for participating and could earn more based on their performance (up to £0,5).

Participants

We recruited 458 participants and after exclusions (see S4.2), the sample size was 400
participants (/\/lage = 40.46, SDage = 11.68, 18-64 years old, 188 women, 206 men, 2 non-
binary, 1 other, 3 skipped this question).

Materials and Procedure

Consideration Set Task.

To investigate how the combination of individual-based and group-based values influences
the consideration set, we used the same paradigm as in Experiment 4.1 and added group-
based values. Again, participants were asked to remember the performance of eight
students. This time, there were four students each in the green and blue groups. In both
groups, the performance levels ranged from 1 to 4.

98



INSTRUMENTAL LEARNING SHAPES CONSIDERATION SETS AND PREFERENCES | CHAPTER 4

In the instructions, before the learning and decision-making stages, participants were told
that one group came from a lower-educated, poorer, and more criminal society and the
other from a higher-educated, more affluent, and non-criminal society (counterbalanced
as green or blue; see S4.4 for group descriptions based on Schultner et al., 2024), inducing
group-based values. Group descriptions were adjusted to the UK context and pretested
onvalence. In this pretest, 40 participants (/\/lage =39.45, SDage =12,68,21-64 years old, 25
women, 14 men, 1 non-binary) read the group descriptions and subsequently evaluated
four members of each group on a 200-point scale (0 = very negative, 200 = very positive).
Members from the positive group (M = 135.14, SD = 24.93) were significantly more
positively evaluated than members from the negative group (M = 119.37, SD = 24.93),
B=7.78, SE=2.76, F(1,38.44) = 7.96, p = .008, 95% Cl [-13.26,-2.31]. The remainder of
Experiment 4.2 was identical to Experiment 4.1.

Results
Confirmatory Analyses

As preregistered, there was a significant positive linear effect of individual-based values
on presence in the consideration set, B = 0.33, SE = 0.06, x*(24) = 14.2, p < .001, 95% ClI
[0.22, 0.44]. Contrary to our hypothesis, there was no significant difference between the
positive (M = 0.36, SD = 0.23) and negative (M = 0.38, SD = 0.23) group on presence in
the consideration set, B=-0.07, SE = 0.06, x*(24) = 1.31, p = .253, 95% CI [-0.19, 0.05]. For
the sake of completeness, although not hypothesized, there was a significant interaction
between group-based values and individual-based values on presence in the consideration
set, B=0.08, SE =0.04, x*(24) = 3.95, p = .047, 95% CI [0.00, 0.15]. For the positive group,
the data pattern shows a stronger positive effect, B=0.41, SE =0.07, p <.001, than for the
negative group, B =0.26, SE = 0.06, p < .001 (see Figure 4.2).

Exploratory Analyses

We explored whether receiving hints in the first 19 trials affected potential group-based
values effects. That is, using the hint button revealed both students’ individual-based
values. In doing so, hints may have made the task less ambiguous and encouraged
individuation: Participants learned the performance of each individual rather than relying
on group membership information when considering individuals. To examine this potential
confound, we analyzed the 42 participants who did not make use of this functionality.

Here, there was a significant interaction between group-based values and individual-
based values on presence in the consideration set, B = 0.29, SE = 0.12, x*(15) = 4.80, p
=0.028, 95% CI [-0.60, 0.005]. Although not significant, for the positive group, the data
seem to show a positive trend, B = 0.32, SE = 0.18, p = .075, whereas for the negative
group, the data seem to show a negative trend, B =-0.25, SE =0.17, p = .141. For the sake
of completeness, although being underpowered for this analysis, there was no significant
effect of individual-based values on presence in the consideration set, B = 0.03, SE =
0.13, x3(15) = 0.07, p =.796, 95% Cl [-0.25, 0.35], and there was no significant difference
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between the positive (M = 0.41, SD = 0.25) and negative group (M = 0.38, SD = 0.25)
on presence in the consideration set, B = 0.12, SE = 0.20, x*(15) = 0.33, p = .565, 95% ClI
[-0.64, 0.36] (see S4.5 for a figure).

Figure 4.2

Results Consideration Set Experiments 4.1-4.2
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Note. The mean proportion considered per within-participant condition is visualized. Error bars
reflect within-participant standard error around those means.

Discussion

In line with Experiment 4.1 and our preregistered hypothesis, we found consistent
evidence that individual-based values positively influence the consideration set. However,
contrary to our preregistered hypothesis, we did not find evidence that group-based
values influence the consideration set. Exploratory analyses indicate an interaction
pattern between group-based and individual-based values among participants who did
not use hints. For the positive group, the data seem to indicate that individuals with higher
individual-based values are more likely to be considered, whereas for the negative group,
the data seem to indicate that those lower individual-based values are more likely to
be considered. An explanation for this interaction may be congruency: Negative group
and value 1 are congruent, while positive group and value 4 are congruent. Congruent
information may facilitate easier memory retrieval because it is, for instance, experienced
as more fluent and, therefore, has a higher value (Gigerenzer & Gaissmaier, 2011; Hertwig
et al., 2008). We tested this idea in a confirmatory manner in Experiment 4.3 by removing
the hint function.

Experiment 4.3

Experiment 4.3 is a replication of Experiment 4.2. Here, we expect an interaction between
group-based and individual-based values on the probability of being considered. In this,
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we expect a positive linear effect of individual-based values for the positive group and for
the negative group we do not expect this pattern. Moreover, we expect that students from
the negative group with individual value 1 have a higher probability of being considered
than students from the positive group with individual value 1.

Method
Sample Size Justification

The sample size was determined using a simulation-based power analysis with data of
Experiment 4.2 (of the 42 participants who did not use any hints). Atotal of 400 participants
allowed us to detect an interaction effect of group-based values and individual-based
values as small as B =-1.75 (a = .05, power = .80). Payment was identical to Experiment
4.2.

Participants

We recruited 446 participants and after exclusions (see S4.2), the sample size was 400
participants (Mage =39.32, SDage =11.15, 18-63 years old, 204 women, 187 men, 6 non-
binary, 3 skipped this question).

Materials and Procedure

Consideration Set Task.

We employed the same paradigm as in Experiment 4.2 but removed the hint function
during the learning stage. Moreover, we added a preference stage at the end of the
experiment to explore whether group-based values influence participants’ preferences
for new individuals they did not learn about from those groups. In nine different blue-
green choice pairs, participants were instructed to repeatedly and rapidly (within 1500ms)
decide which of the two students appeared most positive to them at that moment.

Results
Confirmatory Analyses

Contrary to our hypothesis, there was no significant interaction between group-based
and individual-based values on presence in the consideration set, B =-0.03, SE = 0.04,
X%(29) = 0.36, p = .547, 95% ClI [-0.06, 0.10]. There was no significant difference between
the positive (M =0.37, SD = 0.23) and negative (M =0.38, SD = 0.23) group on presence in
the consideration set, B =-0.02, SE = 0.06, x*(29) =0.10, p =.748, 95% CI [-0.10, 0.14], but
there was again a significant positive linear effect of individual-based values on presence
in the consideration set, B = 0.38, SE = 0.06, x*(29) = 15.22, p < .001, 95% CI [0.26, 0.50]
(see Figure 4.3).
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Moreover, contrary to our hypothesis, there was no difference between students with
value 1 from the negative group (M = 0.35, SD = 0.46) and positive (M = 0.33, SD = 0.44)
group in presence in the consideration set, B =-0.04, SE = 0.19, p = .815.

Exploratory Analyses

Preference Stage.

An intercept-only binomial generalized linear mixed model with preference for face from
the positive group (1 = positive group, 0 = negative group) as dependent variable and a
random intercept varying across participants, showed that the probability of choosing a
face from the positive group (M = 0.5, SD = 0.19) did not significantly differ from chance
level (M =0.5), B=0.01, SE =0.04, 95% CI [-0.06, 0.09] (see Figure 4.3). Significance was
determined using confidence intervals.

Figure 4.3
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Note. The mean proportion considered (left panel) and mean proportion chosen (right panel) per
within-participant condition is visualized. Error bars reflect within-participant standard error around
those means.

Discussion

Contrary to our preregistered hypothesis, we did not find evidence for an interaction
between group-based values and individual-based values on the probability of being
considered. However, we again found evidence that individual values positively influence
the consideration set, showing the robustness of this effect. Thus, we do not find evidence
in favor of congruency.

It seems the case that group-based values were not incorporated when constructing
consideration sets. This may be because the group membership manipulation might not
have been relevant enough (see S4.6 for supporting analyses). We observed that group-
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based values affect choices in the learning stage at first, but these effects weaken as
participants learn the individual-based values. That is, at first, participants choose students
from the positive group at a rate higher than chance level. However, as the trials continue
and participants learn about students’ individual-based values, this preference diminishes
over time. This indicates that the group manipulation might not have been relevant
enough: Only individual-based values were consequential and, therefore, received more
attention than group-based values. This observation is in line with previous work indicating
that learning by experience (here, individual-based values) tends to take precedence over
learning by description (here, group-based values; Erev et al., 2017; Lejarraga & Gonzalez,
2011). To push the relevance of the group-based values, we changed the learning stage
from learning about both individual-based and group-based values to learning about
group-based values only.

Experiment 4.4

In Experiment 4.4, we investigate whether people with more positive group-based values
have a higher probability of being considered than those with more negative group-based
values.

Method
Sample Size Justification

The sample size was determined using G*Power (Faul et al., 2009). A total of 400
participants allowed us to detect a main effect as small as OR = 1.15 (a = .05, power = .80).
Payment was identical to Experiment 4.1.

Participants

We recruited 531 participants and after exclusions (see S4.2), the sample size was 400
participants (/\/lage =35.93,5D,  =11.02,18-64 years old, 209 women, 188 men, 3 skipped
this question).

Materials and Procedure

Consideration Set Task.

To investigate the influences of group-based values on the consideration set, we used
a similar experiment as Experiment 4.3 but only introduced group-based values. Again,
there were four students each in the green and blue groups, and participants were told
that one group was more negative and the other more positive (counterbalanced as
green or blue; see S4.4 for group descriptions based on Schultner et al., 2024), inducing
group-based values.
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In the learning stage, participants did not learn about individual-based values, but were
asked to categorize which student belonged to which group. Each trial started with
presenting one student with a grey background and t-shirt and during presentation,
participants could choose whether this student belonged to the green or blue group.
After choosing the group, they learned to which group the student belonged by showing
them the student with background and shirt in the group color. If they chose the correct
group, they received 1 point, and if they chose the incorrect group, they received 0 points.
The remainder of the experiment was identical to Experiment 4.3.

Results
Confirmatory Analyses

Contrary to our hypothesis, there was no significant difference between the positive (M =
0.41, 5D =0.25) and negative (M =0.38, SD = 0.25) group on presence in the consideration
set, B=0.08,SE=0.05,x*(10)=2.07,p=.15,95% CI [-0.18,0.02], OR = 1.08 (see Figure 4.4).

Exploratory Analyses

Preference Stage.

The same intercept-only binomial generalized linear mixed model as in Experiment 4.3
showed that here the probability of choosing a face from the positive group (M = 0.54,
SD = 0.19) differed significantly from chance (M = 0.5), B=0.17, SE = 0.04, 95% CI [0.10,
0.25] (see Figure 4.4).

Figure 4.4
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Note. The mean proportion considered (left panel) and mean proportion chosen (right panel) per
within-participant condition is visualized. Error bars reflect within-participant standard error around
those means.
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Discussion

In Experiment 4.4, contrary to our preregistered hypothesis, we found no evidence that
group-based values influence presence in the consideration set, although group-based
values did influence preferences. Here, participants preferred new individuals from the
positive group over individuals from the negative group.

General Discussion

To better understand the roots of biased decision making, the present research focused
on identifying where biases exert influence within the decision-making process. We
specifically focused on one step in the decision-making process: The pre-decision phase.
We investigated whether, besides someone’s competence, group membership plays a role
in whether people are considered. Overall, our findings consistently show that the higher
the individual-based value, the higher the probability of an individual being present in
the consideration set. Notably, the individual-based value effect occurs even when the
value is irrelevant to the decision at hand. Specifically, we did not ask participants who
they considered for a value-relevant question (e.g., who do you want to hire?). Instead,
we asked a value-irrelevant question (i.e., which name’s third letter comes later in the
alphabet?), and even then, we observed this positive effect of individual-based values.
Contrary to expectations, we consistently find no evidence for an influence of group-
based values on the consideration set. Our strongest test for group-based values is in
Experiment 4.4, and even there, when we eliminate the possibility of being overshadowed
by individual-based values, we find no effects of group-based values on the consideration
set.

Interestingly, although group-based values did not influence the consideration set in
Experiment 4.4, group-based values did influence whom participants found more positive.
Here, participants preferred new individuals from the positive group over the negative
group, indicating that our group membership manipulation was successful. In line with
this, in the pretest of Experiment 4.2, individuals from the positive group were evaluated
more positively than those from the negative group. Thus, importantly, even though
group-based values did successfully transfer to preferences and evaluations, they did not
influence consideration sets.

There are several explanations for the absence of group-based value effects on
consideration sets. First, it could be that the effect size of group-based values on
consideration sets is smaller than anticipated, resulting in a null-effect. Future research
could use a stronger manipulation of group-based values. For example, by implementing
a minimal group paradigm (Otten, 2016; Tajfel et al., 1971; van Lent et al., 2024) or by
investigating real-world groups (Goette et al., 2012; Mousa, 2020). Second, it could be
that our experimental set-up might have stimulated individuation. By introducing only
eight students, people may have the cognitive capacity to individuate, which potentially
leads to less strong group-based value effects (Rubinstein et al., 2018; van Lent et al.,
2025; Wheeler & Fiske, 2005). Future research could attempt to counteract individuation
by increasing the number of possible choice options. Thirdly, it could not be value
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itself influencing the consideration set, but another process. One candidate could be
attention, since attention is related to better encoding and retrieval from memory (Chun
& Turk-Browne, 2007). In Experiments 4.1-4.3, optimal task performance requires paying
attention to and learning highly valued names well. Contrary, in Experiment 4.4, there is
no incentive to pay more attention to one group than the other, possibly resulting in the
absence of group effects. Future research could investigate alternative processes related
to consideration sets.

Implications

This research shows that individual-based values influence consideration sets, even when
irrelevant to the decision at hand. This could affect real-life decisions, where you might
consider some people over others, despite it not being relevant or appropriate. This
raises questions about which types of values drive consideration sets in real-life decisions.
For example, in promotion decisions, could it be that certain individuals come to mind
more quickly based on attractiveness or warmth, despite these individuals not being
the most competent? Future research could investigate the contexts in which values are
dysfunctional in influencing consideration sets and may result in biases.

Limitations

One limitation is that we investigated only one phase of the decision-making process,
gaining insights into the role of values in the pre-decision phase, but not in actual choices.
Moreover, these experiments focused on a teacher-student relationship, making it
unknown whether the results generalize to other contexts.

Conclusion

In conclusion, the current research robustly showed that individual-based values positively
affect presence in the consideration set, even when the acquired value is irrelevant to
the decision at hand. We do not find evidence for an influence of group-based values on
presence in the consideration set, although people did successfully transfer group-based
values to preferences and evaluations.
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Supplemental materials
$4.1: Experiment 4.0

Experiment 4.0 is, in many aspects, similar to Experiment 4.1. However, in Experiment
0, we employed different exclusion criteria than in Experiments 4.1-4.4. That is, we
preregistered, in line with Morris and colleagues (2021), to “exclude participants who
failed to give a name within the time limit in Stage 2”. The time limit used was 17 seconds.
We conducted a data quality check after collecting 75 participants and discovered that we
had to exclude 54.67% of all participants based on this exclusion criterion. To not waste
resources and because we had ethical concerns about excluding so many participants, we
decided to stop data collection and go back to the drawing board. After consulting the first
author of the paper in which the original paradigm was described (Morris et al., 2021),
we learned that there was no theoretical reason to exclude participants who failed to give
a name within the time limit in Stage 2. Rather, this exclusion criterion was installed as a
quality check. For the next experiments, we did not use this exclusion criterion, and to
ensure data quality in a different way, namely, to only allow participants who had a 100%
approval rate on Prolific. Experiment 4.0 was preregistered at the Open Science Framework:
https://osf.io/fr8dk/?view_only=5793bca%e4cf4fb187ch66ebcdeccsch.

$4.2: Preregistered Exclusion Criteria

Experiment 4.1

We excluded participants (1) who did not complete the experiment, (2) who chose the
better alternative in the learning stage on fewer than 70% of the trials, (3) who failed a
decision-making stage comprehension check, (4) or who wrote things down physically
during the experiment (measured by self-report at the end).

Experiments 4.2-4.3

We excluded participants (1) who did not complete the experiment, (2) who failed a
decision-making stage comprehension check, or (3) who wrote things down physically
during the experiment (measured by self-report at the end).

Experiment 4.4

We excluded participants (1) who did not complete the experiment, (2) who had less than
55% of the trials correct in the last 28 trials of the learning stage, (3) who failed a decision-
making stage comprehension check, or (4) who used aids during the experiment (such as
pencil and paper, measured by self-report at the end).

$4.3: Model Specifics

For Experiment 4.1, this model included the within-participant linear predictor individual
value (1-8) and random intercepts of participant, target name, and avatar as well as
random slopes for individual value.
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For Experiments 4.2—4.3, this model included the within-participant linear predictor
individual value (1-4) and the within-participant factor group value (positive vs. negative)
and their interaction. Moreover, this model included a random intercept of participant
including random slopes for individual value and group value, a random intercept of target
name including a random slope for individual value, group value and their interaction,
and a random intercept for avatar including a random slope for individual value, group
value and their interaction. Additionally, in Experiment 4.3, to determine whether the
target from the negative group with individual value 1 has a higher probability of being
considered than the target from the positive group with individual value 1, we used the
same model but we included individual value as within-participant factor.

For Experiment 4.4, this model included the within-participant factor group value (positive
vs. negative) and random intercepts of participant, target name, and avatar as well as
random slopes for group value.

S4.4: Group Descriptions

Experiments 4.2-4.3

Members of Group Blue/Green live in a more affluent society, where crime is low, and
most people have a high education and good jobs. People from Group Blue/Green are
often perceived to be polite, peaceful, and trustworthy, and they are proud of their
success.

Group Green/Blue lives in a society that is economically poor, lower educated, with a high
rate of unemployment and serious crimes such as shoplifting and drug dealing. People
from Group Green/Blue are often perceived to be hostile, untrustworthy, and ignorant.

Experiment 4.4

Members of Group Blue/Green live in a more affluent society, where crime is low, and
most people have a high education and good jobs. People from Group Blue/Green are
often perceived to be polite, peaceful, and trustworthy, and proud of their success.

Group Green/Blue lives in a society that is economically poor, lower educated, with a high
rate of unemployment and serious crimes such as shoplifting and drug dealing. People
from Group Green/Blue are often perceived to be hostile, untrustworthy, and ignorant.
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$4.5: Figure Experiment 4.2 Decision-making Stage Without Hints
Figure 4.1 Supplemental Materials
Results Consideration Set Experiment 4.2 Subset Without Hints

Decision-making stage

negative group

Q 0.25 positive group

1 2 3 4
individual-based value

Note. The mean proportion considered per within-participant condition is visualized. Error bars
reflect within-participant standard error around those means.

$4.6: Additional Exploratory Analyses

Initial Influences of Group-Based Values on The Learning Stage

To explore whether group-based values initially influence choices during the learning
stage, we analyzed a subset of the learning stage data from Experiments 4.2—4.3. This
subset only included trial 1 where participants were required to select between a
student from the positive group and a student from the negative group. Significance was
determined using confidence intervals.

Experiment 4.2.

An intercept-only binomial generalized linear mixed model with choice for face from
the positive group (1 = positive group, 0 = negative group) as dependent variable and a
random intercept varying across participants, showed that the probability of choosing a
face from the positive group (M = 0.6, SD = 0.49) significantly differed from chance level
(M=0.5),B=0.40, SE =0.14, 95% CI [0.14, 0.71].

Experiment 4.3.

The same intercept-only binomial generalized linear mixed model as in Experiment 4.2
showed that the probability of choosing a face from the positive group (M = 0.71, SD =
0.45) significantly differed from chance level (M =0.5), B=0.91, SE =0.14, 95% CI [0.66,
1.21].

Taken together, this suggests that group-based values initially influenced the choice for a
student from the positive group over a student from the negative group.
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Influences of Group-Based Values on The Learning Stage over Trials

To explore the influence of group-based values on choices during the learning stage over
trials, we analyzed a subset of the learning stage data from Experiments 4.2—4.3. This
subset included only choice pairs (32 trials) where participants were required to select
between a student from the positive group and a student from the negative group.

Experiment 4.2.

A binomial generalized linear mixed model with choice for a face from the positive group (1
= positive group, 0 = negative group) as dependent variable, trial number as predictorand a
randominterceptvaryingacross participants, showed that the probability of choosing aface
fromthe positivegroupsignificantlydecreasedasthetrialnumbersincreased, B=0.003, SE =
0.001,%%(2)=6.19,p=.013,95%CI [-0.005,-0.0004] (see Figure 4.2 Supplemental Materials).

Experiment 4.3.

The same binomial generalized linear mixed model as in Experiment 4.2 showed that the
probability of choosing a face from the positive group significantly decreased as the trial
numbers increased, B =-0.007, SE = 0.001, x*(2) = 42.91, p < .001, 95% CI [-0.01,-0.005]
(see Figure 4.2 Supplemental Materials).

Taken together, this suggests that group-based values initially influenced the choice for
a student, but this influence diminishes over time as participants gain more insight into
individual-based values.

Figure 4.2 Supplemental Materials
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CHAPTER 5 | GENERAL DISCUSSION

The main aim of this dissertation was to gain a better understanding of the instrumental
learning processes that contribute to how people evaluate individuals and social categories.
This was investigated in four research questions across three empirical chapters, focusing
on the consequences of instrumental learning for social evaluations and behavior. Table
5.1 provides an overview of the brief conclusions for each research question. The order of
the research questions in this table does not match the order of the empirical chapters, as
the research questions are arranged according to their importance. The main aim concerns
the consequences of instrumental learning. This dissertation also addresses a question
about the instrumental learning process itself, which is covered in Chapter 2 but listed
here as research question 4. This general discussion describes the insights gained from
each research question, followed by implications, a general reflection on the research’s
strengths and limitations, ideas for future research, and a conclusion.

Table 5.1

Overview of Brief Conclusions for Each Research Question

Research Questions Ch.2 Ch.3 Ch.4 Brief Conclusions

1. What is the unique Inactions matter at the level of individuals,
contribution of inactions they resulted in less positive evaluations
over and above reward and preferences than actions, even beyond
and punishment in shaping the influence of punishment signals.
evaluations and behavior? X X At the social category level, there was
no evidence that punishment-avoidant
inactions influence emotion recognition of
ingroup individuals.
2. Does instrumental Action—reward learning about outgroup
learning generalize to individuals seemed to generalize to
evaluations and behaviors emotion recognition of new individuals
toward others from the from the same outgroup. However, there
same social category? was no evidence that inaction punishment-
avoidant learning about ingroup individuals
X X generalizes to emotion recognition of
new individuals from the same ingroup.
Moreover, instrumental learning of
social category-based evaluations of
nonexistent social categories generalized
to preferences for unknown others from
the same social category.
3. Does instrumental More positive individual-based evaluations
learning about social increased the probability that someone is
category-based and included in the consideration set. There
individual-based X was no evidence that social category-based
evaluations influence evaluations influence inclusion in the
the construction of consideration set.
consideration sets?
4. Does the target’s social There was no evidence that the social
category influence (in) X category of the target influences (in)action
action learning? learning.
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Insights per Research Question

RQ1: The Unique Contribution of Inactions on Evaluations and Behavior

In Chapters 2 and 3, | investigated the unique contribution of inactions over and above
reward and punishment in shaping evaluations and behavior toward individuals and social
categories. In line with the preregistered hypotheses, the results of Chapter 2 showed that
inactions have a unique contribution to evaluations and preferences for individuals. In
general, the results of three experiments (Experiments 2.2-2.4, N,_ = 180) showed that
performing inactions leads to less positive evaluations than performing actions. When
breaking it down by consequences (reward and punishment avoidance), results showed
that when being rewarded for (in)actions, inactions lead to less positive evaluations and
preferences than actions. Similarly, when avoiding a punishment with (in)actions, inactions
lead to more negative evaluations and preferences than actions. The latter finding is
particularly interesting and insightful, as these results cannot be explained by mere co-
occurrence of punishment signals with individuals. That is, there was no evidence for a
difference in learning between avoiding a punishment with inactions compared to avoiding
a punishment with actions. This suggests that participants were exposed to similar
individual-punishment relations in both learning conditions. This shows that inactions
matter even beyond the influence of punishment signals in shaping evaluations and
preferences. Generally, the results of Chapter 2 showed that people evaluated individuals
most positively when acting had previously led to the attainment of rewards (i.e., rewarded
actions); people evaluated individuals most negatively when not acting had previously led
to the avoidance of punishment (i.e., punishment-avoidant inactions). Taken together,
inactions matter; consequently, not acting negatively influences how people feel about
others.

In contrast to initial expectations and findings at the individual level, Experiments 3.2—
3.3 (N, = 144) in Chapter 3 provided no evidence that consequential inactions (i.e.,
punishment-avoidant inactions) influence emotion recognition of ingroup members at
the social category level. This suggests that it is hard to negatively influence evaluations
of ingroup members with consequential inactions. Thus, while punishment-avoidant
inactions negatively influenced evaluations and preferences at the individual level (Chapter
2), this dissertation showed no evidence for the negative effects of punishment-avoidant
inactions at the social category level (Chapter 3). Therefore, it is unclear whether the
negative effects of inactions also apply to social categories in general. By examining
ingroup individuals at the social category level, it might be that the learned evaluations
are very strong and positive (Sherman, 1996; Zajonc, 1968; Zebrowitz et al., 2008), or
the learning does not generalize beyond the ingroup individuals one has just learned
about. Alternatively, individuals might be highly motivated to maintain a positive view
of ingroup individuals (Tajfel & Turner, 1979; see also Tajfel, 1982), or a combination of
factors, resulting in the absence of effects for punishment-avoidant inactions at the social
category level. Thus, not acting toward ingroup members to avoid punishments does not
seem to influence how people feel about ingroup members.
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In sum, in Chapter 2, | provide evidence that there is a unique contribution of inactions
in shaping evaluations and behavior at the individual level. Here, as expected, inactions
lead to less positive evaluations than actions, even beyond the influence of punishment
signals. However, unexpectedly, in Chapter 3, no evidence was found for the impact
of punishment-avoidant inactions at the social category level. This could potentially
be attributed to the use of an ingroup as the social category. Future research could
investigate the influences of inactions at the social category level by examining a different
social category than the ingroup. Taken together, these results imply that not engaging
in interactions with individuals influences how people feel about others whereas not
engaging with ingroup members to avoid punishments does not seem to influence how
people feel about ingroup members.

RQ2: Generalization of Instrumental Learning

In Chapters 3and 4, linvestigated whether instrumental learning generalizes to evaluations
and behavior toward others from the same social category using three outcome measures:
Emotion recognition, evaluations, and preferences.

Emotion Recognition.

In Chapter 3 (Experiments 3.2-3.3, N__ = 144), | demonstrated that learning to act to
Moroccan—Dutch faces to obtain rewards and learning to not act to White—Dutch faces
to avoid punishments influences emotion recognition at the social category level. First,
| conducted a replication (Experiment 3.1, N = 40), where | replicated that emotion
recognition is influenced by social category membership of the face (Bijlstra et al., 2010;
see also Becker et al., 2007; Bijlstra, Kleverwal, et al., 2019; Craig, Koch, et al., 2017; Craig
& Lipp, 2017, 2018a; Hugenberg, 2005; Hugenberg & Sczesny, 2006; Lipp et al., 2015).
Dutch, German, or Belgian participants were faster at recognizing happiness as happiness
than anger as anger for White—Dutch faces (ingroup), while no difference was found for
Moroccan—Dutch faces (outgroup). In other words, there was a Happy Face Advantage
(HFA) for White—Dutch but not for Moroccan—Dutch faces. Next, in Experiments 3.2-3.3
(N, = 144), after the instrumental learning task, the commonly observed moderation
effect of the social category of the face on the HFA (as seen in Experiment 3.1 and
previous studies) was no longer present. Instead, there was a main effect of the valence
of the expression, such that responses to happy faces were faster than responses to angry
faces, regardless of the social category of the face (White—Dutch or Moroccan—Dutch).

Importantly, results of Chapter 3 showed that the effects of the instrumental learning
task generalize to Moroccan—Dutch faces in two ways. First, it generalized to different
facial expressions. That is, people learned about neutral emotional expressions in the
instrumental learning task, and these learning effects translated to different response
times for happy and angry emotional expressions. Second, the learning also generalized
to unfamiliar faces that were not present in the instrumental learning task. That is, people
learned about five faces in the instrumental learning task, and these learning effects
translated to new and unfamiliar faces (13 faces) from the same social category when
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recognizing emotional expressions. Thus, participants did not learn about these faces, but
still, it influenced emotion recognition. Note that this only applies to Moroccan—Dutch
faces, as | did not find a descriptively different pattern in emotion recognition for White—
Dutch faces as a function of instrumental learning, for possible reasons discussed above.

Evaluations.

In Chapter 3, | found mixed results regarding the effects of the instrumental learning
task on evaluations. After the instrumental learning task, participants were asked to
evaluate the 18 Moroccan—Dutch and 18 White—Dutch faces. While results of Experiment
3.2 (N = 72) showed that evaluations of Moroccan—Dutch faces were more positive than
evaluations of White—Dutch faces after participating in the instrumental learning task,
results of Experiment 3.3 (N = 72) did not show a difference. Overall, these results suggest
that at least Moroccan—Dutch faces were not evaluated more negatively, in contrast to
the findings of Traast and colleagues (2025), who demonstrated anti-Moroccan explicit
attitudes. Since a control condition or pre-measure of evaluations is missing, the results
are not as informative; it is unknown whether the difference in evaluations can be
attributed to other factors, such as social desirability.

Preferences.

In Chapter 4 (Experiment 4.4, N = 400), | demonstrated that instrumental learning of social
category-based evaluations of nonexistent social categories generalizes to preferences.
Here, participants learned about four faces in the instrumental learning task, and the
learning effects translated to preferences about new and unfamiliar faces (3 faces) from
the same social category. In short, participants preferred new and unfamiliar faces from
advantaged social category over new and unfamiliar faces from disadvantaged social
category.

In sum, does instrumental learning generalize? Yes, partly. These results imply that, on
a broader level, (1) engaging in interactions with positive consequences with outgroup
members positively generalizes to evaluations and behavior toward new outgroup
members, while (2) there was no evidence that not engaging in interactions to avoid
negative consequences with ingroup members generalizes to behavior toward new ingroup
members. More closely to the data, these results show that learning which members
belong to an advantaged social category generalizes to preferences for new members from
that same advantaged social category.

RQ3: The Influence of Social Category and Individual Evaluations on Consideration
Sets

To gain a deeper understanding of the roots of biased decision making, in Chapter 4
(Experiments 4.1-4.4, N_ = 1600), | specifically focused on one step in the decision-
making process and aim to identify whether biases influence the construction of the
consideration set. Overall, the findings consistently showed that more positive individual-

based evaluations increase the probability that someone is included in the consideration
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set. Notably, this effect occurred even when the individual-based evaluation was irrelevant
to the decision at hand (see also Morris et al., 2021). In doing so, | extended previous
research by Morris and colleagues (2021) on consideration sets to social decision-making.
Contrary to expectations, | consistently found no evidence that social category-based
evaluations influence inclusion in the consideration set. In this, | did not find a difference
between students from advantaged versus disadvantaged social categories in terms of
whether they are considered or not.

There are several potential explanations for the absence of social category-based
evaluation effects on consideration sets. First, the effect size of social category-based
evaluations on consideration sets could be smaller than anticipated. Second, it could be
that the consideration set task stimulated individuation. By introducing eight students,
people may be able to individuate, potentially leading to less strong influences of social
category-based evaluations (Rubinstein et al., 2018; Wheeler & Fiske, 2005). Finally,
it could be that another psychological process is more prominent in influencing the
consideration set than evaluations. A candidate process could be attention, as attention
is related to better encoding and retrieval from memory (Chun & Turk-Browne, 2007).

In sum, the findings of Chapter 4 robustly show that individual-based evaluations influence
presence in the consideration set, even when the evaluation is irrelevant to the decision
at hand. Moreover, no evidence was found for an influence of social category-based
evaluations on presence in the consideration set. Taken together, these results imply that
in real-life decisions, some people may be considered over others, even when this is not
relevant or appropriate.

RQ4: The Influence of the Social Category of the Target on Learning

In Chapter 2, | investigated how instrumental learning works when learning about a variety
of people. That is, in this chapter, | explore (1) whether the action—valence asymmetry in
learning is present when learning about individuals and (2) whether there are differences
in the action—valence asymmetry in learning between ingroup (White—Dutch) and outgroup
(Moroccan—Dutch) faces. In doing so, | extend research on the action—valence asymmetry in
learning to the domain of social learning. First, | replicated the action—valence asymmetry
in learning about fractals (Experiment 2.1, N = 60, Guitart-Masip et al., 2012). Next, the
findings of three experiments in Chapter 2 (Experiments 2.2-2.4, N, = 180), provided
evidence that the action—valence asymmetry in learning transfers to individuals and to
both ingroup and outgroup faces to the same degree: For both groups this asymmetry is
present, and there are no differences in learning between ingroup and outgroup faces.

| expected influences of social category-based information on instrumental learning. For
example, recent research shows that stereotypical information or ethnicity influences
people’s preferences toward individual group members in an instrumental learning task
(Schultner et al., 2024; Traast et al., 2024). Consistently, one could anticipate that it is
more difficult to learn the most optimal action for Moroccan—Dutch faces due to the ‘own-
race identification bias’ or outgroup homogeneity, in which people find it more difficult
to distinguish individual faces within outgroups than ingroups (Devine & Malpass, 1985;
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Kawakami et al., 2014, Platz & Hosch, 1988). Moreover, one could anticipate more initial
actions (go responses) toward White—Dutch faces due to ingroup favoritism (in general,
people are more positive about ingroup than outgroup members, Tajfel, 1969; Tajfel et
al., 1971). Positivity may be reward-predictive, and therefore, due to the Pavlovian bias,
this may prepare actions. Yet, the findings do not show any signs of sensitivity to group
membership in learning actions or inactions. One potential explanation for this null result
is that the instrumental learning task stimulated individuation. By coupling each individual
to one specific instrumental learning condition, people learned specific outcome—action
contingencies about one specific individual. Therefore, generalization to social category
was less valuable—i.e., it might lead to lower task performance and consequently less
monetary bonus. Similarly, previous research has shown that individuation potentially
reduces the activation of group stereotypes or social category-based information
(Rubinstein et al., 2018; Wheeler & Fiske, 2005), which in turn may decrease the
probability of finding effects of social category on learning.

In sum, the findings of Chapter 2 show no evidence that the social category of the target
influences (in)action learning. This could be due to individuation. To further explore
potential influences of social category on (in)action learning, future research could adapt
the paradigm to the social category level, aiming to overcome individuation. For example,
by introducing multiple faces from the same social category in each instrumental learning
condition.

Implications
Understanding Contact as a Form of Instrumental Learning

This dissertation may help to understand how positive and negative consequences of social
interactions, or the absence of such interactions, influence prejudice and discrimination.
Therefore, on a more distal level, this dissertation may have implications for the
effectiveness of intergroup contact. First, on a positive note, this research is in line with a
large body of research suggesting that contact with positive consequences is important for
better intergroup relations (Allport, 1954; Paluck et al., 2019; Paolini et al., 2024; Pettigrew
& Tropp, 2006). For example, a landmark contact study found that intergroup contact on a
sports team (between members of different castes in India) generally had positive effects
on prejudice-related outcomes (Lowe, 2021). From the perspective of this dissertation,
why would contact here lead to positive effects on prejudice? Contact can be interpreted
as rewarded actions, i.e., actions with positive consequences. As demonstrated in this
dissertation, the combination of action and reward had the most positive effects on
individual evaluations and preferences, and also suggested positive effects on evaluations
and behavior at the social category level. Thus, not only do rewarded actions result in
positive effects at the individual level, but they also seem to positively generalize to the
social category level. This generalization is critical for intergroup contact to be effective
in reducing prejudice and discrimination. Moreover, in theory (Boureau & Dayan, 2011;
Ereira et al., 2021; Guitart-Masip, Duzel, et al., 2014), contact with positive consequences
should function as a flywheel, driving continuous progress. That is, positive contact with
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someone may cause more positive evaluations. This, in turn, may lead to the prediction
of future rewards when encountering that person again. Because of the Pavlovian bias,
this reward-predictive ‘stimulus’ may prepare action, resulting in future contact. Indeed,
various lines of research show that future interactions with someone are more likely if
previous interactions suggest that future interactions will be rewarding (Hackel, Kogon,
et al.,, 2022; Lott & Lott, 1974; Montoya & Horton, 2004; Newcomb, 1953; Sunnafrank,
1986; Taylor et al., 1969). As a function of generalization, this flywheel may also work
for individuals you have not encountered before. Taken together, these findings provide
indications of how contact leads to less prejudice, namely, when actions yield rewarding
consequences.

Second, this research provides insights into why (1) negative contact and (2) the
subsequent absence of contactis particularly harmful at the individual level. In the inaction
punishment-avoidant learning condition, participants are asked to learn inactions to
avoid a punishment. Learning inactions also imply that participants first perform actions
and subsequently receive punishment for those actions, which is inherent to trial-and-
error learning. Therefore, in this learning process, two forces are at play that potentially
influence evaluations: (1) punished actions (where people experience the punishment),
and (2) subsequent inactions to avoid the punishment. How do both of these forces relate
to contact?

First, although many field studies on contact focus on positive contact, recent work
suggests that contact with negative consequences has detrimental effects for prejudice
(Allidina & Cunningham, 2021; Hayward et al., 2017; Paolini et al., 2024). From the
perspective of this dissertation, why would negative contact lead to negative effects on
prejudice? Negative contact can be interpreted as punished actions. As demonstrated in
this dissertation, when initial actions were punished (as was the case in the punishment-
avoidant inaction condition), this caused the least positive evaluations and preference
(even more so when initial inactions were punished; in the punishment-avoidant action
condition) for both Moroccan—Dutch and White—Dutch individuals. Thus, | speculate that
there is a strong, distinct aversion to being punished after actions: Similar punishments
may have a bigger influence when it follows an action (e.g., greeting a member from
a prejudiced social category) than inaction (e.g., ignoring a member from a prejudiced
social category). Taken together, these findings provide an indication of how contact leads
to more prejudice, namely when actions have negative consequences.?®

Second, contact literature typically focuses on the presence of social interactions.
Consequently, little is known about the effects of the absence of social interactions on
prejudice. From the perspective of this dissertation, why would the absence of contact
lead to negative effects on prejudice? Absence of contact can be interpreted as inactions.
Inactions led to less positive evaluations and preferences than actions, even beyond the
influence of punishment signals (less positive evaluations in the punishment-avoidant
inaction than punishment-avoidant action condition). To the best of my knowledge, there

2 Please note that learning about ingroup members may differ from learning about outgroup members, as
Chapter 3 shows that punishing actions for ingroup faces does not seem to change social category evaluations.
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is no field research on the effects of the absence of intergroup contact on prejudice.
Related research on inactions within the prejudice domain, however, shows that refraining
from speaking up against prejudice amplifies negative intergroup attitudes (Szekeres
et al., 2023). This finding gives indications for the detrimental effects of inactions on
prejudice: Not acting led to more prejudice. A potential avenue for future research could
be to investigate the consequences of inactions in the field and determine whether the
negative effects of not having contact also occur in real-world settings.

In theory (e.g., Guitart-Masip, Duzel, et al., 2014), similar to positive contact, contact
with negative consequences, along with the absence of contact should also function as a
flywheel, hindering progress. Negative contact with someone may cause more negative
evaluations. Moreover, mere inactions may also be responsible for more negative
evaluations. Both, in turn, may lead to the prediction of future punishments when
encountering that person again. Due to the Pavlovian bias, this punishment-predictive
‘stimulus” may prepare inaction, resulting in no future contact.

Implications for Behavior Change in General

Although somewhat distant from the data, the findings of the current dissertation
have implications for behavior change in general. Behavior change practitioners are
constantly engaging in learning or unlearning others’ behaviors. The action—valence
asymmetry in learning (Chapter 2; see also Guitart-Masip et al., 2012) provides a useful
framework on how to approach this more successfully. When the goal is to promote
a new action, reinforcing the behavior through positive outcomes (i.e., action—reward
condition) is the most effective. For example, consider a workplace diversity initiative that
encourages employees to actively engage with colleagues they do not yet know. In this
context, individuals can be rewarded with enthusiasm or appreciation when they take
the initiative to talk to a stranger. Conversely, when the aim is to suppress undesired
behavior, applying negative consequences following the action (i.e., punishment-avoidant
inaction condition, in which actions are punished) is the most effective. For example,
an employee who makes a disrespectful comment may receive a formal reprimand.
Consequently, this employee will stop making disrespectful comments (i.e., an inaction)
to avoid the punishment (i.e., formal reprimand). Instead of experiencing punishment
directly, the anticipation of punishment or observing someone else being punished might
also be sufficient to suppress undesired behavior. Thus, the action—valence asymmetry in
learning demonstrates that it is most effective to teach desired actions through rewards,
and to discourage undesired actions by leveraging the avoidance of punishment—that
is, by creating situations where performing the undesired behavior leads to punishment,
thereby reinforcing inaction.
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Strengths, Limitations and Future Research

This dissertation has several strengths. All chapters include a replication, all experiments
are preregistered, and all new fundamental insights in this dissertation are based
on multiple experiments and, at times, multiple measures for the same psychological
construct. This together contributes to solid, rigorous, and trustworthy science.

The main limitation is that, although the research has high internal validity due to
controlled lab and online experiments, these experiments are removed from real-
life social interactions or contact. This limits translation of the findings to everyday
social interactions—thereby limiting ecological validity. Given that we already observe
substantial effects on evaluations in these experimental tasks in the laboratory, what
might the effect of real-world contact be, where the consequences are greater? And how
could one bring the processes studied in these experimental tasks closer to real-world
contact research? | hope that the experimental findings on instrumental learning will
inspire practice-oriented researchers when investigating real-world social interactions or
designing interventions to combat prejudice. For example, this can be done on a personal
level by rewarding actions, and/or on a systematic level by creating environments in which
actions are rewarded (see Chater & Loewenstein, 2023, for an exposition on personal
versus systemic behavior change strategies).

Another limitation is that, regarding the influences of instrumental learning on inclusion
in the consideration set, by focusing solely on consequential actions, | only investigated
half of the story. That is, | did not investigate the influences of consequential inactions
on consideration sets. In doing so, there is no complete picture of the impact of actions,
inactions, and their consequences on inclusion in the consideration set. Since Chapter 2
clearly indicates the unique negative contribution of inactions for individual evaluations
and preferences, future research could investigate the influence of consequential
inactions on inclusion in consideration sets. If someone refrains from acting toward an
individual, what would that do with this individual’s probability of being considered? If
indeed inactions negatively shape evaluations, one could expect that this individual has a
lower probability of being included in the consideration set.

Results of this dissertation show that the effects of instrumental learning generalize to
emotion recognition for Moroccan—Dutch faces (Chapter 3), as well as to preferences
for new members from the same nonexistent social category (Chapter 4). However, the
boundary conditions regarding when and why instrumental learning generalizes to the
social category level remain unclear. For example, what is the minimum number of people
with whom a person needs to experience reward through their actions for generalization?
What happens when information about the social category is slightly mixed? Do effects
generalize to different sub-categories from the same social category, such as different
genders? Future research could investigate the boundary conditions when instrumental
learning transfers to evaluations or behavior toward new members from the same social
category.

Finally, results of this dissertation clearly indicate that inactions influence individual
evaluations and preferences. This is in line with earlier work showing that mere inactions,
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without any external consequences, are sufficient to influence preferences for choice
options (e.g., food options; Chen et al., 2019; Veling et al., 2022). However, this is not
consistent with other research on inactions, such as the ‘feature-positive’ effect (Fazio et
al., 1982), in which actions have a stronger effect on attitudes than inactions. Here, Fazio
and colleagues (1982) show that making an action to classify a neutral cartoon as funny or
unfunny has a greater impact on attitudes than not making an action to classify a neutral
cartoon as funny or unfunny. This raises the question of when inactions are diagnostic in
shaping evaluations? Perhaps the relevance or meaningfulness of the stimulus toward
which someone does not act (e.g., food and faces versus cartoons) influences whether this
inaction is diagnostic. Future research could further investigate the boundary conditions
of the influence of inactions and the psychological mechanisms underlying this influence.

Conclusion

What did we learn about the instrumental learning processes that contribute to how
people evaluate individuals and social categories? In an extensive set of studies, my
dissertation highlights the negative effects of inactions. Inactions negatively shape
individual evaluations and preferences, even beyond the influence of punishments. At the
social category level, there is no evidence for this negative effect of inactions. This could
be because | only investigated an ingroup as the social category. Moreover, my dissertation
highlights the importance of actions with positive consequences. These actions positively
influence individual evaluations, preferences, and probabilities of the individual being
included in the consideration set. Additionally, my findings suggest that these actions
positively influence evaluations, preferences, and emotion recognition at the level of the
social category. Finally, regarding instrumental learning itself, | do not find evidence that
the social category of the target influences the learning. Individuation is discussed as
one of the potential explanations for the absence of this evidence. To conclude, | hope
this dissertation inspires future work by both researchers and practitioners who aim
to understand and reduce prejudice and discrimination through instrumental learning
processes.
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English summary

Prejudice and discrimination remain major societal problems, both globally and in the
Netherlands. Prejudices are general affective evaluations toward a social category and
its members. In other words, how much a person likes or dislikes a social category and
its members. If someone acts upon their prejudice, this is called discrimination: Unfair
treatment of members of certain social categories. Since prejudice and discrimination
have major negative consequences, a crucial question is how to effectively mitigate these
phenomena. The main intervention strategy to reduce prejudice is promoting contact
between members of different social categories. That is, simply getting people to interact
already influences prejudice. However, due to the lack of a clear understanding of how
consequences of such interactions influence evaluations, it remains unclear when such
interactions lead to a decrease or an increase in prejudice.

Consequences of behavior within contact can be understood as a form of instrumental
learning. In instrumental learning, people learn about others through the consequences
of behavior. Actions that are rewarded are repeated, and actions that are punished are
not repeated. In addition to behavior, instrumental learning can influence evaluations: The
rewards and punishments associated with the actions, as well as the decision to act itself,
can affect what we think of others. In this dissertation, in addition to actions, the focus is
specifically on the impact of absence of actions, since little is known about the effects of
such inactions on evaluations.

To better understand these instrumental learning processes, | investigated the instrumental
learning processes that contribute to how people evaluate individuals and social categories
through three empirical research projects, using four research questions. These are: (1)
What is the unique contribution of inactions over and above reward and punishment in
shaping evaluations and behavior? (2) Does instrumental learning generalize to evaluations
and behavior toward unknown others from the same social category? (3) Does learning
information about an individual’s social category and personal characteristics influence
social decision-making, more specifically, whether this individual is considered in a
decision? (4) Does the target’s social category influence learning itself?

In Chapter 2, | examined instrumental learning and its consequences for social evaluations
and behavior at the individual level. In four online experiments, participants first took
part in an instrumental learning task, where they learned to act or not act in response
to images of fractals (Experiment 2.1) or faces of individuals (Experiments 2.2, 2.3,
and 2.4) to obtain rewards or avoid punishments. Results showed no evidence that
the social category of the face (Moroccan—Dutch or White—Dutch) influences learning
itself. After the learning task, | measured evaluations of the faces. Results showed that
actions, inactions and their consequences (rewards vs. avoiding punishments) influenced
evaluations. People evaluated faces most positively if actions had previously resulted in
getting rewards for this face, while people evaluated faces most negatively if inactions had
previously resulted in avoiding punishment for this face. In addition, the results showed
that inactions lead to less positive impressions than actions, even beyond the effect of
punishment signals. This shows that inactions play a significant role in shaping impressions.
In Chapter 3, | investigated instrumental learning and its consequences for social
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evaluations and behavior at the social category level, rather than at the individual level. In
the first lab experiment, | replicated a previous pattern of emotion recognition, specifically
an interaction effect between social category and expression valence (positive versus
negative). Dutch, German or Belgian participants were faster at recognizing happiness
as happiness than anger as anger for White—Dutch faces (ingroup), while there was
no difference for Moroccan—Dutch faces (outgroup). Next, in two lab experiments,
participants first took part in an instrumental learning task in which they learned to
act to images of Moroccan—Dutch faces to obtain rewards (this learning had the most
positive consequences in Chapter 2) and to not act to images of White—Dutch faces to
avoid punishments (this learning had the most negative consequences in Chapter 2). After
the learning task, | measured participants’ recognition of angry and happy emotional
expressions across White—Dutch and Moroccan—Dutch faces. The results demonstrated
that instrumental learning influences emotion recognition. Instead of the commonly
observed interaction effect (as seen in Experiment 3.1 and previous work) between social
category and expression valence (positive versus negative), | consistently showed a main
effect of expression valence on emotion recognition. In general, participants were faster at
recognizing happiness as happiness than anger as anger, regardless of the social category
of the face. This suggests that while emotion recognition for Moroccan—Dutch faces was
impacted by the learning, emotion recognition for White—Dutch faces was not. Taken
together, instrumental learning seems to influence emotion recognition of existing social
categories, and thus social behavior.

In Chapter 4, | investigated instrumental learning and its consequences for social
decision-making, focusing specifically on the pre-decision phase, that is, how people
are considered when making decisions. In four online experiments, participants
took part in the consideration set task, in which they first learned information about
the social category and/or personal characteristics of individuals from nonexistent
social categories. After learning, participants were asked a neutral question about
the individuals. The information just learned about the individuals was not relevant
in answering the question. Next, participants were asked which individuals they had
considered when answering the previous question. This reflected their consideration
sets: A set of individuals they had considered. Results showed that information about
social categories did not influence whether the individual was considered, although it
did influence evaluations (Experiment 4.2) and preferences (Experiment 4.4). However,
information about personal characteristics did influence whether the individual was
considered: The more positive this information, the more likely the individual was
considered. This shows that even when information is irrelevant to the decision at hand,
information about the individual influences the construction of consideration sets.

Conclusion

These findings shed light on the instrumental learning processes that contribute to how
people evaluate individuals and social categories. First, they show that inactions affect
social evaluations and behavior at the individual level. Inactions result in less positive
evaluations than actions, even beyond the influence of punishment signals. At the social
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category level, there is no evidence that punishment-avoidant inactions influence emotion
recognition of ingroup targets. Second, these findings suggest that action-reward learning
about outgroup individuals generalizes to emotion recognition of new individuals from the
same outgroup. Additionally, instrumental learning of information about nonexistent social
categories generalizes to preferences for unknown others from the same social category.
Third, these findings contribute to insights into social decision making. Information about
personal characteristics of an individual positively influences whether that individual is
considered, even when the information is irrelevant to the decision at hand. However,
there was no evidence that information about an individual’s social category influenced
whether this individual was considered. Finally, these findings show no evidence that the
target’s social category influences learning itself.

Taken together, this work highlights the negative effects of inactions. Generally, inactions
lead to less positive evaluations of individuals than actions. Moreover, this work highlights
the importance of actions with positive consequences. Actions with positive consequences
positively influence individual evaluations, behavior, and social decision-making.
Additionally, these results suggest that actions with positive consequences positively
influence evaluations and behavior at the social category level. Future research could
bring the instrumental learning processes studied here in experimental tasks closer to real-
world contact, investigate the boundary conditions when consequences of instrumental
learning generalize, and contribute to theory development by examining when inactions
influence evaluations. | hope the current experimental work inspires future researchers
and practitioners to understand and reduce prejudice through instrumental learning.
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Dutch summary | Nederlandse samenvatting

Vooroordelen en discriminatie blijven grote maatschappelijk problemen, zowel wereldwijd
als in Nederland. Vooroordelen zijn algemene affectieve evaluaties ten opzichte van
een sociale groep en haar leden. In andere woorden, hoe leuk of niet leuk iemand een
sociale groep en haar leden vindt. Als iemand naar zijn of haar vooroordelen handelt, is er
sprake van discriminatie: Oneerlijke behandeling van leden van bepaalde sociale groepen.
Vooroordelen en discriminatie hebben grote negatieve gevolgen; daarom is een cruciale
vraag hoe ze effectief kunnen worden beperkt. De voornaamste interventiestrategie om
vooroordelen te verminderen is het bevorderen van contact tussen leden van verschillende
sociale groepen. Mensen simpelweg met elkaar in contact laten komen beinvloedt al
vooroordelen. Het is echter onduidelijk hoe de gevolgen van zulke interacties evaluaties
beinvloeden. Hierdoor is het niet helder wanneer dergelijke interacties leiden tot een
afname of toename in vooroordelen.

De gevolgen van gedrag binnen contact kunnen worden begrepen als een vorm van
instrumenteel leren. Instrumenteel leren is een leerproces waarbij mensen leren over
anderen door de gevolgen van hun gedrag. Acties die worden beloond, worden herhaald,
en acties die worden gestraft, worden niet herhaald. Instrumenteel leren beinvloedt naast
gedrag ook evaluaties: De beloningen en straffen die gepaard gaan met de acties, evenals
de beslissing om te handelen, kunnen beinvloeden wat we van anderen vinden. In dit
proefschrift ligt de focus, naast acties, specifiek op de impact van de afwezigheid van
acties, aangezien er weinig bekend is over de effecten van dergelijke inacties op evaluaties.

Om deze instrumentele leerprocessen beter te begrijpen onderzocht ik in drie empirische
onderzoeksprojecten de instrumentele leerprocessen die bijdragen aan hoe mensen
individuen en sociale categorieén evalueren aan de hand van vier onderzoeksvragen. Deze
zijn: (1) Wat is de unieke impact van inacties bovenop beloning en straf op evaluaties en
gedrag? (2) Generaliseert instrumenteel leren naar evaluaties en gedrag ten opzichte van
onbekende anderen uit dezelfde sociale groep? (3) Beinvloedt het leren van informatie
over de sociale groep en persoonlijke eigenschappen van een individu de sociale
besluitvorming, meer specifiek, of dit individu wordt overwogen in een beslissing? (4)
Heeft de sociale groep van het gezicht van het individu invloed op leren zelf?

In Hoofdstuk 2 onderzocht ik instrumenteel leren en de gevolgen daarvan voor sociale
evaluaties en gedrag op individueel niveau. In vier online experimenten namen
deelnemers eerst deel aan een instrumenteel leren taak, waarin ze leerden om wel of niet
te handelen naar afbeeldingen van fractalen (Experiment 2.1) of gezichten van individuen
(Experimenten 2.2, 2.3, en 2.4) om beloningen te krijgen of straffen te vermijden. De
resultaten toonden geen bewijs dat de sociale groep van het gezicht van het individu
(Marokkaans—Nederlands of Wit—Nederlands) het leren zelf beinvloedt. Na de leertaak
mat ik evaluaties van de gezichten. De resultaten toonden aan dat acties, inacties en
hun gevolgen (belonen versus het vermijden van straffen) de evaluaties beinvloeden.
Mensen evalueerden gezichten het meest positief wanneer handelen in de leertaak
leidde tot het krijgen van beloningen voor dit gezicht, terwijl mensen gezichten het meest
negatief evalueerden wanneer niet handelen leidde tot het vermijden van straf voor dit
gezicht. Daarnaast toonden de resultaten aan dat inacties leiden tot minder positieve
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evaluaties dan acties, zelfs boven het effect van strafsignalen. Dit toont aan dat inacties
een belangrijke rol spelen bij het vormen van indrukken.

In Hoofdstuk 3 onderzocht ik instrumenteel leren en de gevolgen daarvan voor sociale
evaluaties en gedrag op het sociale groepsniveau, in plaats van op het niveau van individuen.
In het eerst lab experiment repliceerde ik een eerder patroon in emotieherkenning,
namelijk een interactie-effect tussen sociale categorie en expressie valentie (positief versus
negatief). Nederlandse, Duitse of Belgische deelnemers herkenden blijdschap sneller
als blijdschap dan boosheid als boosheid voor Wit—Nederlandse gezichten (ingroup),
terwijl er geen verschil werd gevonden voor Marokkaans—Nederlandse gezichten
(outgroup). Vervolgens voerde ik twee lab experimenten uit. In deze lab experimenten
namen deelnemers eerst deel aan een instrumenteel leren taak, waarin ze leerden te
handelen naar afbeeldingen van Marokkaans—Nederlandse gezichten om beloningen te
krijgen (dit leren had de meest positieve gevolgen in Hoofdstuk 2) en niet te handelen
naar afbeeldingen van meerdere Wit—Nederlandse gezichten om straffen te voorkomen
(dit leren had de meest negatieve gevolgen in Hoofdstuk 2). Na de leertaak mat ik de
herkenning van boze en blije emotionele uitdrukkingen door deelnemers bij meerdere
Wit—Nederlandse en Marokkaans—Nederlandse gezichten. De resultaten toonden aan dat
instrumenteel leren emotieherkenning beinvioedt. In plaats van het vaak waargenomen
interactie-effect (in Experiment 3.1 en in eerder onderzoek) tussen sociale categorie en
expressie valentie (positief versus negatief), toonde ik consistent een hoofdeffect van
expressie valentie op emotieherkenning aan. Over het algemeen herkenden deelnemers
blijdschap sneller als blijdschap dan boosheid als boosheid, ongeacht de sociale groep
van het gezicht. Dit suggereert dat de emotieherkenning voor Marokkaans—Nederlandse
gezichten wel beinvioed werd door het leren, maar de emotieherkenning voor Wit—
Nederlandse gezichten niet. Alles bij elkaar genomen lijkt instrumenteel leren de
emotieherkenning van bestaande sociale categorieén te beinvioeden, en daarmee sociaal
gedrag.

In Hoofdstuk 4 onderzocht ik instrumenteel leren en de gevolgen daarvan voor sociale
besluitvorming. Hierbij richtte ik me specifiek op de fase voorafgaand aan de beslissing, dat
wil zeggen de manier waarop mensen worden overwogen bij het nemen van beslissingen.
In vier online experimenten namen deelnemers deel aan de ‘consideration set task’, waarin
ze eerst informatie leerden over de sociale groep en/of persoonlijke eigenschappen van
individuen van niet-bestaande sociale groepen. Na het leren werd deelnemers een neutrale
vraag gesteld over de individuen. De zojuist geleerde informatie over de individuen was
niet relevant bij het beantwoorden van de vraag. Vervolgens werd deelnemers gevraagd
welke individuen ze hadden overwogen bij het beantwoorden van de vorige vraag. Dit
weerspiegelde hun overwegingsset: Een set van individuen die ze hadden overwogen.
De resultaten toonden aan dat informatie over de sociale groep geen invloed had of het
individu werd overwogen, hoewel deze informatie wel evaluaties (Experiment 4.2) en
voorkeuren (Experiment 4.4) beinvloedde. Informatie over persoonlijke eigenschappen
had echter wel invloed op of het individu werd overwogen: Hoe positiever deze informatie,
hoe groter de kans dat het individu werd overwogen.
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Dit toont aan dat zelfs wanneer informatie irrelevant is voor de te nemen beslissing,
informatie over het individu de samenstelling van overwegingssets beinvloedt.

Conclusie

De bevindingen werpen licht op de instrumentele leerprocessen die bijdragen aan
hoe mensen individuen en sociale categorieén evalueren. Ten eerste laten ze zien
dat inacties invloed hebben op sociale evaluaties en gedrag op individueel niveau.
Inacties resulteren in minder positieve evaluaties dan acties, zelfs voorbij het effect van
strafsignalen. Op het niveau van de sociale groep is er geen bewijs dat strafvermijdende
inacties emotieherkenning van ingroup individuen beinvloeden. Ten tweede suggereren
deze bevindingen dat actie-belonend leren over outgroup individuen generaliseert
naar emotieherkenning van nieuwe individuen uit dezelfde outgroup. Daarbovenop
generaliseert instrumenteel leren van informatie over niet-bestaande sociale groepen
naar voorkeuren voor onbekende anderen uit dezelfde sociale groep. Ten derde dragen
deze bevindingen bij aan inzichten in sociale besluitvorming. Informatie over persoonlijke
eigenschappen van een individu heeft een positieve invioed op of dit individu wordt
overwogen, zelfs wanneer de informatie irrelevant is voor de te nemen beslissing. Er is
echter geen bewijs gevonden dat informatie over de sociale groep van een individu invloed
had of dit individu wordt overwogen. Tot slot tonen deze bevindingen geen bewijs dat de
sociale groep van het individu het leren zelf beinvloedt.

Al met al benadrukt dit werk de negatieve effecten van inacties. Over het algemeen leiden
inacties tot minder positieve evaluaties van individuen dan acties. Bovendien benadrukt
dit werk het belang van acties met positieve consequenties. Acties met positieve
consequenties beinvloeden individuele evaluaties, gedrag en sociale besluitvorming
positief. Daarnaast suggereren deze resultaten dat acties met positieve consequenties
evaluaties en gedrag op het niveau van sociale groepen positief beinvloeden. Toekomstig
onderzoek zou de instrumentele leerprocessen die in deze experimentele taken worden
bestudeerd dichter bij contact in de echte wereld kunnen brengen, de randvoorwaarden
kunnen onderzoeken waaronder consequenties van instrumenteel leren generaliseren,
en bijdragen aan theorieontwikkeling door te onderzoeken wanneer inacties evaluaties
beinvloeden. Ik hoop dat het huidige experimentele werk toekomstige onderzoekers en
mensen in de praktijk inspireert om vooroordelen te begrijpen en te verminderen door
middel van instrumenteel leren.
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